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CHAPTER - 11

VECTORS

Introduction :

At present vector methods are used in almost all branches of science such as Mechanics, Mathematics,
Engineering, physics and so on. Both the theory and complicated problems in these subjects can be discussed in
a simple manner with the help of vectors. It is a very useful tool in the hands of scientists.

Physical quantities are divided into two category scalar quantities and vector quantities. Those quantities
which have any magnitude and which and not related to any fixed direction scalars. Example of scalars are
mass volume density, work, temperature etc. Second kind of quantities are those which have both magnitude
and direction. Such guantities are vectors. Displacement, velocity, acceleration, momentum weight, force etc.
are examples of vector quantities.

Representation of vectors :

Vectors are represented by directed line segments such that the length of the line segment is the magnitude
of the vector and the direction of arrow marked at one end indicates the direction of vector. A vector denoted by

p—Q) , is determined by two points P, Q such that the direction of the vector is the length of the straight line PQ

and its direction is that from P to Q. The point P is called initial point of vector ij and Q is called terminal
points.

P Q

Note : The length (magnitude or modulus) of AB or a generally denoted my | AB | or |a | thus |a | = length

(magnitude or modulus ? or vector a)
Types of vectors :

(i) Zero vector or null vector : A vector whose initial so terminal points are coincident is called zero or
the null vector. The modulus of a null vector is zero.
(i) Unit vector : A vector whose modulus in unity, is called a unit vector. The unit vector in the direction

N

of a vector ais denoted by a™. Thus|a™|=1

(iii) Like and unlike vector : Vectors are said to be like when they have same sense of direction and unlike
when they have opposite directions.

(iv) Collinear or Parallel vector : Vectors having the same or parallel supports are called collinear vectors.

(v) Co-initial vectors: Vectors having the same initial point are called co-initial vector.

(vi) Co-planner vector : A system of vector and said to be co-planner in their supports are parallel to the
same plane.

(vii) Negative of a vector : The vector which has the same Magnitude as the vector a but opposite direction,

N

is called the negative of ; and is denoted by — g. There if ?Q 2; then @ =—a .
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Operations on Vectors

Addition of Vectors :

Tringle Law of Addition of Two Vectors :

The law states that if two vectors are represented by the two sides of a triangle, taken in order, then their sum
(or resultant) is represented by the third side of the triangle but in the reverse order.

—>
Let @, b be the given vectors. Let the vector a be represented by the directed segment OA and the vector
—> -

b be the directed segment AB so that the terminal point A of a is the initial

Fig. 1

- —> — -
point of b . Then the directed segment OB (i.e. OB ) represents the sum (or resultant) or a and b and is

- g
writtenas a + b (fig. 2)
— — -

Thus, OB= OA+ AB= a+b

Fig.2
N
Note : 1. The method of drawing a triangle in order to define the vector sum (a + b)) is called triangle law

of addition of the vectors.
2. Since any side of a triangle is less than the sum of the other two sides.

— —> —>
m Modulus of OB is not equal to the sum of the modulus of OA and AB.
Parallelogram Law of Vectors

- -

If two vectors @ and b are represented by two adjacent sides of a parallelogram in magnitude and direction,

- >

then their sum a + b is represented in magnitude and direction by the diagonal of the parallelogram through their
common initial point.
- - —> —>
Let aand b are two non-collinear vectors, represented by OA and OB .
Then >
- - — — N — —> a

a+ b= O0A+ OB= OA+ AC=0C (fig.3) I¥/
—>

- - — - Fig.-3
i.e. Their sum a + b is respesented by the diagonal OC of the parallelogram.
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Polygon Law of addition of Vectors

-> > -

To add n vectors g1 8y e a, we choose O as an origin (fig.4) and draw.

>

v

Fig.-4

—> - —> - — -
OAl = a.l, A1A2 = az, ..... An—lAn = an

- —
ma,ya,+.. +an

—> —> —_—
= OA1+ AjAr +....+ALA,

— —> — _— — — E—

= (OA1+ A]_AZ) + A2A3 +.. +An_1An = OA2 + A2A3 +..... +An_1An
—

—_— > E—

= OAs+ AdAs +.... A Ay = OA,

—>

Hence the sum of vectors a;, @, ...... &, is represented by OA, - This method of vector addition is called

““polygon law of addition of vectors.
Corollary : From the polygon law of addition of vectors, we have

OA1+ AlA2+ A2Asz +....+ An An = OAL =— A0

OA1+ AtAz + A2As +.... +An_; An + AnO = A,O (Null vector)

m The sum of vectors determined by the sides of any polygon taken in order is zero.

Properties of Vectors Addition
(1) Vector Addition is Commulative :
-

N
If a and b be any two vectors, then

N

Proof : Let the vectors a and b be represented by the directed segments OA and AB respectively so that
(fig 4) .
a=0A, b=AB

—> _— —> —> - -

Now OB=OA+AB — OB=3 + b
Complete the || gm OABC

Then OC= AB=b and CB= OA= a

mOB=0C+CB=p +a

From (1) and (2) , we have

a+b=b+a o
2. Vector Addition is Associative.

- 5 o > 5 > - 5 o

If &, b, careany three vectors, then @ +(b + c)=(a+b)+ c.
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- 5 - — —

Proof : Let the vectors @ , b, c .be represented by the directed segments OA | AB | BC respectively; so

that (fig.5)
a:OA,b:AB, c = BC

Then 2 + (b + ¢ )= OA +(AB+BC)

— —

=0OA +AC [A Law of addition]
= 0C [A Law of addition]

- 5> - —

m a+(b+ c)=0C....... @

-2 s > > — N

Again, (8 +b)+c =(OA + AB)+ BC Fig. -5

— —

= OB+BC [A Law of addition]
=0C [A Law of addition]

m(a+b)+ c=0C....... 2
From (1) and (2), we get
a+(b+c)=(a+b)+c

O

Remarks : The sum of three vectors @, b, ¢ is independent of the order in which they are added and is

- - -

writtenas @ +b+ c .

©)

Property 4 : Existence of Additive Inverse
-

Existence of Additive Identity :
> 5 —

-

For any vector @ , a +O= &, where O isa null (zero) vector.
—

Proof : Let the vector 2 be represented by the directed segment OA ; sothat @ =0A

— —>
Also let the Zero Vector O be represented by the directed segment AA ;
So thatﬁa = A‘A>

- — —

Then 2 +0= OA+AA

OA [By Triangle law of addition]

—

= a

- -

Thus, @a +O = @

Note : In view of the above property, the null vector is called the additive identity.
-

For any vector a , there exists another vector — a such that

a+(,a)=6

BN N -

Proof : Let OA = @ | there exists another AO=— a

- — — — -



m a+( a)= OA +A0 = 00 = O[ByA Law]



-

N
Note : In view of the above property, the vector (— @) is called the additive inverse of the vector 3 .
Substraction of Vectors :

If a and b are two given vectors, then the substraction of b from @ (denoted by a— b ) is defined as

s - -
additionof— to .
b a
- g - g
ie.a-b=a+(-h)
m It is clear that
Multiplication of a Vector by a Scalar L R
If is any given vector and m is any given scalar, then the product m ~ or ~ m of the vector ~ and the
a a a a

scalar mis a vector whose R
(i) Magnitude = |m| times that of the vector 3.

In other words, m ~ = |m| x| |
a

=mx|d|ifm?0
=—mx| aifm<0

(i1 Support is same or parallel tq that of the support of @ N

and (iii) Sense is same to that of ~ if m > 0 and opposite to that of ~ if m< 0.
a a

Geometrical Representation :

—>

Let the vector a be represented by the directed segment AB

Case I . Let m > 0. Choose a point C and AB on the same side of A as B such that
SN —>

|AC|=m]|AB], (fig.6)

a ma
~
>

A

we
(\

(m>0)
Fig.— 6

Then the vector ma is represented by AC .

Case Il : Let m<0. Choose a point C on AB on the side of A opposite so that of B such that, (fig.7)

—> -
ma 1
— o—»
¢ A B
Fig. -7
|AC|=m, |AB|

Then the vector — is represented by AC .

ma

Linearll)]/ Degendent and Independent Vectors . . R
Two non-zero vectors ~ and are said to be linearly dependent if there exists a scalar t (GO), such that

a b a

It
ol

N
This can be the case if and only if the vectors @ and b are parallel.

N
If the vectors aand b are not linear dependent they are said to be linearly independent and in this case

—
-

aand b are not parallel vectors.

Thus, if §= AB | b= BC, then gand b are linearly dependent if and only if A, B, C lie in a straight line;
othewise they are linearly independent.
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Properties of Multiplication of a Vector by a Scalar

fl) _, Associative Law
is any vector and m, n are any scalars, then m( ) mn ( )
a >

N -

Proof : If any one or more of m, n or a are zero,thenm( na ) =mn (a)[ . Eachside = 0]

WhileifmG 0,n G 0, a G 0, then the following four cases arise :
(i) m>0,n<0 (ii) m<0,n>0

(iii) m>0,n>0 (iv) m<0,n<0

Case (I) : Whenm>0,n<0

—>

Let a be represented by the directed line segment AB .(fig .8)
=

®

D" p C A B
Fig. 8
N
Since n < 0, take a point C on AB on the side of A opposite to that of B such that AC represents n_a)
— —>

i.el AC|=In/|AB|

— —

Since m > 0, take point D on AB on the same side of A as C such AD represents m ( na )

—> —> —>
i.e.|AD|=m|AC |=m|n|AB]|. .... [1]
Again, since m> 0, n< 0, so that mn < 0; take a point D’ on AB on the side of A opposite to that of B such that
-

FOIRETTE =il =mil L= masm>o

m|AD' |=mn| | AB|.......(2)
From (1) and (2), we get

|AD'|=|AD | R
which shows that D and D’ coincide, proving that m ( na ) = (mn) a

Proceeding on the same lines, the other three cases can be similarly proved.
(2) Distributive Law : If m, nare any scalars and g is any vector, then

— —

(m+n) a = Ma+ na

N -
Proof : If a= 0 or m, nare both zero, then

—_— — —
ma + na ch side= 0
E&ut n‘n &—) the fO||0V\;Ingt ree cases arise :

Q) m+n>0 (2 m +n=0and
(3 m+n<0
Case-1.Herem+n>0
The following sub-cases arise :
@i m>0,n>0 (ii) m>0,n<0

and (iii) m<0,n>0

Let a be represented by the directed segment AB.
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Since m + n > 0, take a point C on AB on the same side of A as B such that A—CE represents (m + n) a.
(fig. 9)

Ef
- » - = L o
A D D’ cC ¢ B
Fig.—-9
— —
i.e.|AC|=(m+n)| AB |.......... (1)

_
Sub-case, (i) Since m > 0, take a point D on the same side of A as B such that AB represent ma .

- —>

ie. [AD|=m| AB |.......... @)

Again since n > 0, take a point D’ on the same side of A as B such that AD’ represents na .

—> —>
ie. [AD'|=n| AB |........... 3)
—_— — —>

Thus ma + na is represented by AC’ (where C is on the same side of A as B) such that
IAC’I— AD [+ IAD’ |

:m| AB |+n]| AB | [From (2) and (3)]

—>

IAC'l—(m+n)|AB| .......... e (4)
- From (1) and (4) |AC'|— |AC| which shows that C and C’ coincide, proving that

(m+n) a=ma+ na

The other sub-cases of case (1) may be similarly proved.
Proceeding in the same way, we can prove the result for case 2 and case 3 also. :
case 2 and 3 also. 5 )1: ’
Ed - ’+,
3. If ~and areany two vectors and m is a scalar, then a

a b
BN

m(a+b)— ma + mb .(fig.10)

Position Vector of a Point

Let O be any point called the origin of reference or simple the origin. Let P be any other point.

N
Then OP is called the position vector of the point P relative to the P
point O.
Hence, with the choice of O as the origin of reference, a vector can N
be associated to every point P and conversely.(fig .11) P

Representation of a vector in terms of the position vectors of its end points : @]

> -

Let A and B be two given points and a , b the position vectors of A, B

respectively relative to a point O as the origin of reference; so that (fig. 12)

OA=a and OB=0b
m From AOAB

OA+ AB = OB [By A law of addition]
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_— s > 7 >

— AB=0B- OA=b-a
Note : AB = Position vector B — Position vector A.

SECTION FORMULA :

- -

Statement . If a and b are the position vectors of two points A and B, then the point C which divides
AB in the ratio m : n, where m and n are positive real numbers, has the position vector.

- —
- na+mb

m+n
- -
Proof : Let O be the origin of reference and let a and b be the position vectors of the given points A and B

so that (fig.13)

—_— o> —> o .
OA=a,0B=b A m C n .
Let C divide AB intheratiom : n \ /

A_C :m .............. (I) %‘ ? —

CB n

(8]

m
Hence " is positive or negative according as C divides AB internally or externally. Fig. - 13

N
We have to express the position vector OC of the point C in terms of those of A and B.
We re-write (1) as, nAC = mCB.
— — —> —
And obtain the vector equality n AC = mCB . Expressing the vectors AC and CB in terms of the position

vectors of the end points, we obtain
—> —> —_— —

n(OC-0A)=m(0OB-0C)

— (m+n) OC=nOA+mOB

— _ nOA+mOB na+mb
- oc= =

m+n m+n

Mid-point formula : If C is the mid-point of AB.%then m:n= 1:1

m The position vector of ¢ is given by — = 1-a+1-b
<

ie. R): _ -

2
5
Hence the position vector of the mid point of the join of two points with position vectors, a and b is

>
a+b 1 -,

or E(OA+OB)

Example — 1 : Prove that
- -

> - C

iy |a-b|sl@l*Ib

- - - > -

) latbl<laltlb| () Ja]-|b|<|a-b]

Solution : (i)_V)Vhen A, B,iare not -collinear, draw a AABC such that, (fig.14) A
;=AB and E:Bc Ax o
Then ;+_k; = ;; [By Addition Law]
’ Fig. — 14

m AC < AB + BC (As sum of two sides is greater than the third side)
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(i)

(iii)

m|AC|<|AB|+|BC|

|a +bl<|al+b].... @
[m AB=2, BC=b and AC=a + D]
When A, B and C are collinear, then, (fig.15)

a:AB, b:BC

- - —

a+h=AC

10

Engineering Mathematics — |

m AC=AB + BC

m|AC|=|AB|+|BC|
~|a_+_b|:ga|+|b|
Combining (1) and (2), we get

la+b|<|al+|b]
- - - = - -

la|=|a-b+b|=|(a-b)+b|........ 1)

Butj(a-b)+b|<|a-b[+|b] ... )
From (1) and (2), we get

la|<|a-b|+|b]
- - - =
lal-{b|<la-b|
- = — - N —

la-bl=la+(-b)<|al+|-Db]
But|-b|=|b|

—

ml|a-b|<|a|+|b]|

Example —2: Prove by vector method that the lines segment joining the middle points of any two sides of a

triangle is parallel to the third side and equal to half of it.

Solution : Let ABC be a triangle in which D and E are the mid-points of AB and AC respectively.

DE = DA + AE =5 BA*H,AC

:1(B_A\’+KC):E—>

2 2 BC
m DE|| BC
C

Also, DE = |DE| = 2BC =, |BC|=EBC
1

Hence DE || BC and DE = 2 BC.

(fig.16)

- D
Fig. - 16



Components of a Vector in Two Dimensions Y
Let XQY be the co-ordinate plane let P(x, y) N P (x.y)
be a point in this plane. Join P. Draw Y
PM L OX, and PN L OY.(fig.17) N
Let “i and _jbe unit vectors along OX and OY. N
ThenIiin :&“and g:y j.g o M X
OM i ON Fig. - 17

or and oN are called the vector components of op along x-axis and y - axis respectively.
Thus the component of op along x- axis is a vector X, whose magnitude is | x | and whose direction is along
OX and OX’ according as X is positive or negative.

And, the component of op along y - axis is a vector y, whose magnitude is | y | and whose direction is along
OY or OY agcor:dlng as+y ngSltlye J(r)r nega:tl)\éex iy Aj
OoP oM MP OM ON i
Thus the position vector of the point P(x, y) isx *j + Y j

OP? = OM? + MP? = X + y?
— OP= X2+
m|oP |= x? +y? v

Components of a vector along the co-ordinate axes.
Let A(x,,y,) and B (X,, y,) be any two points in XOY plane.
Draw AD L OX, (fig.18)
BE L OX AF L BE, AP L OY and BQ L OY
Clearly AF = (X2 — x1)
and PQ =FB = (y, - y)

Let iand j beunitvectors along x-axis and y-axis respectively. O D E
N Fig. -18
Then AF = (X, — X)) i
andH:H:(y—y) i
PQ FB .
Clearly AB = AF + FB = (x,—x) i +(¥,—Y) ] z P (%V.2)
Then component of A_e)B along x - axis = (x_—Xx % R
And component of along y - axis = (y? —y*
AB 2 1 , ,
Also| AB|=AB = JAF? 4 FB2 = (%o — X0’ + (¥, — Y1) oy
Components of Vector in three dimensions : X X Y
Let OX, OY and OZ be three mutually perpendicular lines, Z
taken as co-ordinate axis. Then the planes XOY, YOZ and ZOX y
are respectively known as XY plane, YZ plane and ZX plane. x )
(fig.19) Fig. -19

Let P be any point in space. Then the distances of P from Y Z- plane. ZX — plane and XY - plane are respectively
called x-cordinate, y-cordinate and z-cordinate of P and we write P as P(X, y, z)
Position Vector of Point in space :
Let P(X, y, z) be a point in space with reference to three co-ordinate axes. OX, OY and OZ. Though P draw
planes parallel to yz-plane zx-plane and xy-plane meeting the axes OX, OY and OZ at A, B and C respectively.

The OA=x,0B=yand OC =z
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Let ", Aj .k~ be unit vector along OX, OY and OZ respectively. (fig. 20)

Then OA=x7i, OB=y’j, oC=zk 2
— — — — — 1T
Now OF = QF + PP =(OA + AQ)+ QP y c
_— S  — m .
(0A+0B+0C) | ] AQ:OBa”dQPZOC]Q . A
=xi+y +zk i . ] Y

Thus, the position vector of a point

P (x, , 2) is the vector (x i +y J +z") # Fig._20

Now OP? = 0Q? + QP? = (OA? + AQ?) + QP?
= (OA? + OB? + OC?) = x? +y* + 7*

OP= x®+y* + 7
N
|OP|=0P= X +y* +2°

4) ~ - ~
If a =a, i+a, J+a3k,

N
la|=a+a5+a3

Components of Vector : If oP is the position vector of a point P(x, y, z) in space, then

AR =X ity J+zk N _ _ _ _
evectorsx ,y j,z  arecalled the components of along x - axis y - axis and z-axis respectively.
i k OoP

ASSIGNMENTS

1. Show that the there points A(2, -1, 3), B (4, 3, 1) and C (3, 1, 2) are co-llinear.
2. Prove by vector method that the medians of a triangle are concurrent.

A A A - A A A

3. Find a unit vector in the direction of (a+b) where a=i+j-k & b=i-j+3k.

Scalar or Dot Product
Definition :

- - -

The scalar product of two vectors a and b with magnitude a and b respectively, denoted by a - b , is defined

- -
as the scalar ab cos 0 , where 0 is the angle between of a and b suchthat0 < 0 < 7.

-

Thus a. b=abcos 6.

Geometrical Meaning of Scalar Product

As we see in above figure that (fig.21)

N

|OM| = |OB| cos 6 =| b | cos O = projection of bon a
- -

m ab=|a|(/b|cos6)

- -

= modulus of a x projection of b on a which gives,

- -
- - a'b

projection of pbon a = |g| Fig. - 21




Similarly , if we drop a perpendicular from A on OB such that N is the foot of the perpendicular,

then (fig.22)

ON = projection of a on p and ON = OA cos 0

- - -
=] alcosO=Now a . b =

—

- -

projection of @ on p =

- >

ab

—

bl

Thus we can conclude that
(i) The dot product of two vectors is equal to the magnitude of one vector multiplied by the projection of

the other on it.

(if) The (scalar) projection of one vector on another.

Dot product of vectors

~ Magnitudeof the vector
Commutative and distributive Properties of Scalar Product :

IbI(IaICOSG)

= magnitude of b * projection of a

on b which gives that

Scalar product of two vectors obeys commutative law i.e.,

e e

ab=Dbha

Scalar product obeys distributive law i.e.

> 5> > > 5 o >

a-(b+c)=ab+ac

Other properties of scalar product : Apart from commutative and distributive properties.

Scalar product has some ther properties as follow :

1.

- > -
a-a=a? -

- -

=) =K K =1

a.b=0-3isLtop.

Hre i j= K =K -

2]

If a=a, i+a, +a,k and b=h, i+b, +b,k

> -

then a. b=ah, +ah, + ap,

i=oad ji=k
Scalar product in terms of components : |

-~

.j:

]

on which the projection is taken.

— —
Angle between two non-zero vectors a and b is given by cos 0 =

ab+ab +ab

1

1

2 2

3 3

In terms of components cos 6 = \/ai +al+a’ \/bi + b2+ b}

- -

Projection of a on b is

- >
ab

N

-

B a ,5 and projection of b ona is

N

N

|a+b|2—|a|2+|b|2+2a b or(a+b)2-a2+b2+23 b

|a b|2-|a|2+|b|2 2a b or(a b)2—a2+b272a b

(a+b).(a-b)=|a

—

N

N

—

—

Engineering Mathematic

ol

N
a-

ab

- >

a-b

—

|l

a

b

-

N

a.b

A

Fig. — 22

11



F-lpPor(a+b).(a-h)=a*-

bZ
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- -
Components of a Vector T along and perpendicular to a given Vector a inthe Plane of a . ; _

> o
5

- - ar 3
The resolved part of ' in the direction of @ :# 73
a

1y

r-a:
The resolved part of r is perpendicular to a is J_r J a
& a

Example -1: Find the scalar and vector projections of i i —j-k oni + j+3k

it il i
Solution : Given a=i—j—k and b 3 3
Scalar projectionof ~ on > &0
a  b=—fr
b

(“i-“j-l%)(3“i+“j+3|2) 31—
NN RNT

R H_j]m B

Vector Projection of 3 on p
—1JYJ Firjra Y WRE

) W50
—1J3I+j+3kY J3~ ' Sky
VR JH Ve ]J J'|19 19 19]J

ASSIGNMENTS

1. a,b,c are there rutually perpendicular vectors of the same magnitude prove that (a+ b+ c) is equally

- > -

inclined in the vectors a,b & c .

d - g A A A

2. Find the scalar and vector projection of a on b where a =i—j—

3. Findthe angle between the vector %z—ﬂi+Aj—2kA & %=A+ _
a b i 2] k

Vector Product or Cross Product

The vector product of two vectors ~ and ~ denoted by ~ x  is defined as the vector ~ x ~ =| |||

- . . a. b b . a b a
sind . n" where n” is the unit vector perpendicular to both ~ andL and 0 isthe angle from ~ and ~ such that
a b a b a

and p and 11 are the right handed system.

Angle be een two vectors N . .
be the angle between and > .The ~ x 2 =(absin@) n”,
b

a b a
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where| " |=aand ~ =b
S 8 “
m| ~ x “|=(absinB)|n" |=absind
b

a
. [mn"|=1]
ab3|n6:|ﬁ x |
b
a
Sine Ml = - |
ab il
-> -
0 =sint J3x0)
lalbl, IJ
Unit yecto endicular to two vector: . - .
%ﬁear\’)}) F!;p X QS IS a vector, perpendS ¢ular to each one of the vector ~ and =, soa unit vector n” perpendicular
b a b
- -
N N i axb
to each one of the vector a and b isgivenby = |Z EI
X
Properties of vector product :
(i) Vector prod%ct is not commutative
i.e.
b b
(i) Forany vecrors ~ and ~ ie. (7 x 2)= — (2 x )
a b a a
(iii) For any scalar m prove that (m ) x S m(g )= "7 x(m7)
a b a
(iv) Forany vectors ~,~,  present X(” ) ( Tx2)+ (T x7)
a b c a b a ¢
(v) Foranythree vectors ~,, x (" ) ( Y= (T x7)
a b c a b b a ¢

(Vi)) The vector prodyct of two_paraiel or colllnear vectors is zero.
For any vector " is = x

a, a 0
(viii) If 7 x = = ,then 2 =7 or~>="or “and ~ arethe parallel or collinear.
] a b 0 La 0 b 0 a b ]
(ix) Ifthe vectors ~and ~ are parallel (or collinear) then © = 0 or 180°, sinB =0
a b
Vector product of orthonomal Triad of unit vectors : Z
Vector products of unit vectors ~j, j, k from K
a rigbt-hanfied S)A/stem of mutually perpendicular vectors. (fig.23) K y
'"iX j:k =_ jXAi
JRK ==K %] ]
K% j=j=-"ixk

Geometrical Interpretation of Vector Product or Cross Product

- 7 — > 1_>
Let OA = a and OB=b B
C
- > - - -
Then axb=(a||b|sin®) n* b —
- > - b
=la|(lb|sin6) n~=|a||BM| n" 0
- - N
Now |a xb|=|a||BM| o M= Area of thé*parallelogram with
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sides a and b . (fig 24)

0 13
Fig. —24
Engineering Mathematics — |



-> - - -

Therefore, a x b is a vector whose magnitude is equal to area of the parallelogram with sides a and b .

From this it can be concluded that Area of AABC = §|AB x AC|

Example — 1: Find the area of parallglogram whose adjacent sides are determined by the vectors.
7 J J

a=i+2 +3kand b =3i -2 +k

G -
Solution : Wehave *x > = | 1 2 s =@8"-10j+4k )

L '

m Required area = | x

a b
= /82 +(~10)> +4% = 180 =645 sq. units

Example - 2: Find the area of a parallelogram-whose diagonals are determined by the vectors.

5
|

J
a=3i+ —-2kandb =i-3 +4k
gk .
Solution : Wehave ~x ~ = |3 1 k2:(—2“—14 j—10k")
8 1 -3 4 !
m Required area = + |~ x |
2 a b

- % V22 + (14)% + (102 = % J300 = 5+/3sq. units.

ASSIGNMENTS

A -

~ ~ ~

1. Find the area of the triangle whose adjacant sides are a =i+2j+3k &b =-3i-2j+k

2. Find a unit vector perpendicular to both the vector »= ", "_" g~ ~ ~ °
a 2 j k p=3i-j+3k

S A A A o,

A A

3. Find the angle between the vectors a =2i— j+ 3k & b=i+3j+2k






1. LIMIT OF A FUNCTION
Lets discuss what a function is

A function is basically a rule which associates an element with another
element.

There are different rules that govern different phenomena or happenings in
our day to day life.

For example,

i. Water flows from a higher altitude to a lower altitude

ii. Heat flows from higher temperature to a lower temperature.

iii. External force results in change state of a body(Newton’s 15t Rule of
motion) etc.

All these rules associates an event or element to another event or element,
say, x withy.

Mathematically we write,
y =f(x)

i.e. given the value of x we can determine the value of y by applying the rule
Ifl

for example,
y =x+1

i.e we calculate the value of y by adding 1 to value of x. This is the rule or
function we are discussing.

Since we say a function associates two elements, x and y we can think of
two sets A and B such that x is taken from set A and y is taken from set B.
Symbolically we write

X & A(xbelongstoA)

16



y € B (xbelongs to B)

y =f(x) canalso be written as

(xy) ef

Since (x,y) represents a pair of elements we can think of these in relations
fC AXB or

f can thought of as a sub set of the product of sets A and B we have earlier
referred to.

And, therefore, the elements of f are pair of elements like (x,y).

In the discussion of a function we must consider all the elements of set A
and see that no x is associated with two different values of y in the set B

What is domain of function

Since function associates elements x of A to elements y of B and function

must take care of all the elements of set A we call the set A as domain of

the function. We must take note of the fact that if the function can not be
defined for some elements of set A, the domain of the function will be a
subset of A.

Example 1
Let A={1,2,3,4,—-1,0 —4}
B={0,1,2,3,4,—1,—-2,-3}

The function is given by
y=f(x)=x+1
forx=1,y=2

x=2,y=3

x=3,y=4

x=4,y=5

17



x=-1,y=0
x=0,y=1
x=-4,y=-3

clearly y=5 and y=-3 do not belong to set B. therefore we say the domain of
this function is

the set {0,1,2,3, —1, } which is a sub set of set A.
What is range of a function

Range of the function is the set of all y’s whose values are calculated by
taking all the values of x in the domain of the function. Since the domain of
the function is either is equal to A or sub set of set A, range of the function
is either equal to set b or sub set of set B.

In the earlier example,

Range of function is the set {1,2,3,4,0} which is a sub set of set B
SOME FUNDAMENTAL FUNCTIONS

Constant Function

Y = f(x)=K, for all x

The rule here is: the value of y is always k, irrespective of the value of x

This is a very simple rule in the sense that evaluation of the value of y is not
required as it is already given as k

Domain of ‘f’ is set of all real numbers

Range of ‘f’ is the singleton set containing ‘k’ alone.
Or

Dom= R, set of all real numbers

Range= {k}

Graph of Constant Function

18



Lety=f(x) =k =2.5

w

No

y axis

R

D

The graph is a line parallel to axis of x

Identity Function

Y = f(x)=x, for all x

The rule here is: the value of y is always equals to x

This is also a very simple rule in the sense that the value of y is identical
with the value of x saving our time to calculate the value of y.

Dom =R
Range =R
i.e. Domain of the function is same as Range of the function

Graph of Identity Function

4
3,3
o 2 ‘{
= 1
|— fa) Py
.ﬂl T T T ’U T T T 1
a4 -3 2_~——T1-10 1 2 3 4
/ =Z,-Z =Z
33,-3
4
Axis Title
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Modulus Function
x,x =0

—x,x <0

y=f) = Ix[={
The rule here is: the value of y is always equals to the numerical value of x,
not taking in to consideration the sign of x.
Example
Y =f(2)=2
Y=f(0)=0
Y=f(-3)=3

This function is usually useful in dealing with values which are always
positive for example, length, area etc.

Dom =R
Range =R*U {0}

Graph of Modulus Function

.é’
>
6 4 2 0 2 4 6
x Axis
Signum Function
|| . 1,x >0
y=f)={x"*TY%=(0x=0}
0,X=0 _1;x<0

This is also a very simple rule in the sense that the value of y is 1 if x is
positive , 0 when x=0, and -1 when x is negative.

20



Dom=R

Range = {—1,0,1}

Graph of Signum Function

Ly

o)

g o U +~ U

o)

H
(4]

Greatest Integer Function
y = f(x) = [x] = greatest integer < x
For Example [0] =0,[0.2] = 0,[2.5] = 2,[—3.8] = —4,etc.
Dom=R
Range=Z(set of all Integers)

Graph of The function

o))

1
[e)}

Exponential Function

y = f(x) = a*wherea >0

Dom=R



Range=R"

The specialty of the function is that whatever the value of x, y can never be
0 or negative

Graph of Exponential Function

N
D

[AEY
(€}

y:zx /

y axis

y Axis
~<
JL
o
(9]
=
P H
D U

Logarithmic Function

y = f(x) =logg x

Dom =R*

Range =

Graph of Logarthmic Function

4
y=log x

2 e
K]
20
> 0 1 2 3 4 5 6

-2

-4

x Axis
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LIMIT OF A FUNCTION
Consider the function

y=2x+1

lets see what happens to value of y as the value of x changes.

Lets take the values of x close to the value of, say, 2. Now when we say
value of x close 2. It can be a value like 2.1 or 1.9. in one case it is close to 2
but greater than 2 and in other it is close to 2 but less than 2.Now consider
a sequence of such numbers slightly greater than 2 and slightly less than 2
and accordingly calculate the value of y in each case.

Look at the table

X y=2x+1
1.9 4.8
1.91 4.82
1.92 4.84
1.93 4.86
1.94 4.88
1.95 4.9
1.96 4.92
1.97 4.94
1.98 4.96
1.99 4.98
2.01 5.02
2.02 5.04
2.03 5.06
2.04 5.08
2.05 51
2.06 5.12
2.07 5.14
2.08 5.16
2.09 5.18
2.1 5.2

24



We see in the tabulated value that

as x is approaching the value of 2 from either side, the value of y is
approaching the value of 5

in other words we say,

y 2> 5(ytendsto 5)as x - 2(xtendsto 2) or

x—2 Y >

INFINITE LIMIT

As x—> a for some finite value of a, if the value of y is greater than any positive
number however large then we say

Y = oo (y tends to infinity)

In other words y is said have an infinite limit as x = a. And we write

limy = oo
x—a

Example

If

1

y - x_z’

Then
limy = oo
x—0

Since x>0, x% — 0 and x?2 is positive,

1
— becomes very very large and is positive. Therefore the result.
X

Similarly,

As x—> a for some finite value of a, if the value of y is less than any negative
number however large then we say

Y - oo (y tends to minus infinity)

25
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In other words y is said have an infinite limit as x = a. And we write

limy = — oo
xX—a

Example

If

_ 1

y - ﬁ'

Then
limy = —o0
x—0

Since x>0, x% — 0 and x? is positive,

1 . .
— — becomes very very large and is negative. Therefore the result.
X

LIMIT AT INFINITY

As x becomes very very large or in other words the value of x is greater than a
very large positive number, i.e. x = oo, if value of y is close to a finite value’ a’,
then we say has a finite limit ‘a’ at infinity and write

limy=a

X—00

Example

Lety=l
X

1
As x—>°°, - becomes very very small and approaches the value 0.Therefore
X

we write

limy =20

X—00

26



similarly

As x becomes very very large with a negative sign or in other words the value
of x is less than a very large negative number, i.e. x >- oo, if value of y is close
to a finite value’ a’, then we say has a finite limit ‘a’ at infinity and write

lim =a
X——00 y

Example

Lety:l
X

1
As x—>°o, - becomes very very small and approaches the value 0.Therefore
X

we write
X——00

ALGEBRA OF LIMITS

1. Limit of sum of two functions is sum of their individual limits

Let lim,_, f(x) = mand let lim,_, g(x) = n, then

lim(f(x) + g(x)) =m+n

x—a

2.Limit of product of two functions is product of the their individual limits

Let lim,_, f(x) = mand let lim,_, g(x) = n, then

lim(f(x) X g(x)) =mXn

xX—a
3. Limit of quotient of two functions is quotient of the their individual
limits
Let lim,_, f(x) = m and let lim,_, g(x) =n # 0, then

f) _m

lIm_~~ =__

agx)

27



SOME STANDARD LIMITS
1. lim,.,, P(x) = P(a) where P(x) is polynomial in x
Example
lim(2x2+3x+1)=2%x124+3%x1+1=6

x—1

x—gh

= na™! where n is a rational number

2. limx_)a
x—a

Example

n—oo )

4. limyo(1 + n)n = e

k
lim,,—o(1 + n)» = ek

5.lim “ =lna
x—>0( x
Example
2%—1
.limx_>0 (—) =1In2
X
6. lim  loga(1+x) _ log e
x—0 x a
Example

lim,_,q ln(1x+x) =lne=1




SOME STANDARD TRIGONOMETRIC LIMITS
1lim,_osinx =0

2. lim,,gcosx =1

3.lim,ptanx =0

4 lim,_o 2= 1, here x — 0throughradian values
X

5. lim sinx?

w

-0 4 180
Example
. sin mx m
lim = __
x—0 sin nx n
Since
i sin mx nx m
Jim 310 MX _ lim X X
x-0 sin nx  x-0 mx sinnx n
m m
=1X1X—=_
n n
3 5
2x243x+5 2+§+7[ 2
lim = lim — — = _— _
x—>003x2+2x+1 x—>003+Z+L 3
X x2
Example
o 14+424+3..........4n
lim
X—00 nz
n(n + 1) mzt+n) _ 1+ rll)
=lim_"  “=lm~>_  “=Ilm__ " =

x—00 2 X n? x—>00 2 X n? x—00 2

1

2

29



Example

(1 — cosx) 2sin? % iz 1 sin® sin®
lim = lim 2 _—— =—(lim—2) x (lim—2)
x—0 X2 x—0 X2 X2 2 x>0 X x—0 X
27 2 2
1 1
=—X1X1=-
2 2

Existence of Limits
When we say x tends to ‘a’ or write x—>a it can happen in two different ways

X can approach ‘a’ through values greater than ‘a’ i.e from right side of ‘a’ on
the Number Line

Or

X can approach ‘a’ through values smaller than ‘a’ i.e from left side of ‘a’ on the
Number Line

The first case is called the Right Hand Limit and the later case is called the Left
Hand Limit.

We, therefore conclude that Limit will exist iff the right Hand Limit and the Left
Hand Limit both exist and are EQUAL

Consider the Greatest Integer Function

y=f(x) = [«]
Consider the limit of this functionasx —» 1
The right hand limit of this function

lim [x] =1
x—1+

Since if the value of x is greater than 1 for example 1+h,h> 0, then the greatest
integer less than equal to 1+his 1

The left hand limit of this function

lim [x] =0

x—1—

30



Since if the value of x is less than 1 for example 1-h,h> 0, then the greatest
integer less than equal to 1-his 0

In this case the right hand limit and the left hand limit are not equal

And therefore the limit of this function as x — 1does not exist

15

1 / ¢ ¢ ¢ ¢
0.5

For that matter this function does not allow limitas x - n

Since the right hand limit will be always n and the left hand limit will be n-1.

Consider the Signum Function

|x| . 1,x>0
y=f(x)={x'x¢ 1={0,x=0}
0,x=0 _1;x<0

Consider the limit of this functionasx —» 0

The right hand limit of this function is 1 and the left hand limit of this function

17

is -1 as evident from the definition of the function and concept of right and left

hand limits

Therefore this function does not have a limitasx —» 0

[HE

D
D U0 » U

-1.5 -1

[NE

o |

1l

D ¢
WH\
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oal

.
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Continuity of function

A function is continuous at a point ‘c’ iff its functional value i.e the value of
the function at the point ‘c’ is same as limiting value of the function i.e value
of the limit evaluated at the point ‘c’

OR
lim f(x) = f(c)

X—C

This means that a function is continuous at a point ‘c’ iff

All the three conditions mentioned below holds good

1.limit of the function as x — ¢ exists

2.the function has a value at x=c. i.e f(c) does exist

3.the limit of the function is equal to value of the function at the point x=c
Most of the functions we encounter are continuous functions

For example

The physical growth of a child is a continuous function

The distance travelled is a continuous function of time

Continuous functions are easy to handle in the sense that we can predict the
value at an latter stage. For example if the education of a child is continuous
we can predict what he or she might be reading after say 5 years.

Examples

The constant function is continuous at any point ‘c’ and hence is continuous
everywhere.

lim f(x) = limK = K,where f(x) = K is the constant function
X—C X—C

Consider the Function

x2 — 16

@) =——

32
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This function is not continuous at x=4.Since the function is not defined at x=4
Consider another Function

f(x) = [x] or the greatest Integer Function
Consider the point x=2

This function does not have limit x & 2 as the Right Hand limit will be 2 and the
Left Hand Limit will be 1.Hence this function is also not continuous at x = 2

Example
x2 — 16
fo =z """
8,x =4
lim £(x) = lim "~ 10 — lim(x + 4) = 8 = F(4)
x—4 x~4 x —4 x—4
i.e

lim f(x) = f(4)
x—4
This function is therefore continuous at x=4

Limiting value is same as functional value

Consider another Function

k.x
fay = (At *F0
ek, x =0

Lk
lim f(x) = lim (1 + 5 =1lim[(1 + 9] = et

x—0 x—0 X x—0 X

lim f(x) = e* = £(0)



limit of the function is same as value of the function at the point

20
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therefore, the function is continuous at x=0
example

consider the function

1
y = f(x) = (¥Sin < x#0
0, x=0
Consider the point x=0
1

: _ Ji Xsin—= 0 = f(0)
R0 =T

Therefore the function is continuous at x=0

As,
0 < |xsin—| < x|
x

Taking limit as x—= 0, we can conclude that
. 1
lim
x—0 XSiNn = 0

34



Differentiation

A function f(x) is said to be differentiable at a point x=c iff

i fle+h) —f(o)
im

Py 3 exists
In general, a function is differentiable iff
+ h) —

lim fix )~ exists

h—0 h

Once this limit exists, it is called the differential coefficient of f(x) or the
derivative of the function f(x) at x=c

Or
h) — ,
Jim fle+ h) fO_ p
Jim flx + }2 ~f® _ i

Where f'(c) and f'(x) are the differential coefficient or the derivative of the

function, the first being defined at x=c
Examples
Consider the function
y = f(x) = k or the constant function

In this case the differential coefficient f'(x)is given by

fx +8x) — f(x)

f'(x) = lim
8x—0 ox
. k—k
=lim___ =0
8x—0 Ox

Therefore the constant function is differentiable everywhere and the
derivative is zero

35
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Consider the function

y=fx) =x2
f'(x) = lim f(x + 6x) - f(X)

6x—0 ox

. (x4 6x)? — x2
= lim
8x-0 (x +6x) — x

= 2x

Consider the function

y = f(x) =sinx
f’(x) = lim f(x + 5X) - f(X)

6x—0 ox
— lim sin(x + éx) — sinx
6x—0 ox
2cos (x 1 0x ﬂ) Xsin x+0x—x
= lim 2 ( 2 )
8x—0 ox
0s (xidxﬂ) Xsin x+0x—x
( )
= lim 2 2
8x—0 &
2
S (x +0x ﬂ) X sin (Qx)
= 2
0x
2

: ox
= limcos (x +—) x 1
5x—0 2

= COoS X
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Therefore

y = f(x) = sinx

37



— = cosx
dx

Algebra of derivatives

Consider two differentiable functions u(x) and v(x)

Let
y=u-+v
Then
du dv
d_y:_+_
dx dx dx
Let
y=uXxXv
dy dv du
—_—=Uu—4+v—
dx dx vdx
Let
u
=" viO
Y v
yau . dv
ﬂ: dx dx
dx V2
Example
1
y = sinx + x3
dy
a=cosx+2x
2

y = x2cosx
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dy

dx

= x2(—sinx) + cosx(2x)

= —x2sinx + 2xcosx

sinx

y =
COSX

dy _ cosxcosx — sinx(—sinx)

dx (cosx)?

dy _ (cosx)? + (sinx)?

dx (cosx)?

dy _ (cosx)? + (sinx)?
dx (cosx)?

= = (secx)?

dx (cosx)?
Geometrical meaning of f'(¢)

Consider the graph of a function

y = f(x)

38



f(c+h)-f(c)

X=C

x=c+h

23
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fle+h) = f(c)
h

Represents the ratio of height to base of the angle the line joining the point
P(c,f(c)) and Q (c+h,f(c+h))

i.e

fle+h) —f@©) _

n tanf

Where 6 is the angle the line joining the point P and Q makes with the positive
direction of x axis.

In the limiting case as h— 0 i.e as Q— P the line PQ becomes the tangent line
and the the angle 8 becomes the angle a which the tangent line makes with
the positive direction of x axis

i.e

li
h—0

= f'(c) = tana = m (the slope of the tangent)

fle+h) - £(©)
" h

Application to Geometry

To find the equation of the tangent line to the curve y=f(x) at x=xo

The equation of line passing through the point (xo, f(x0)) is give by
y — f(x0) = m(x — xo)
Where ‘ m’ is the slope of the tangent line.
As, we have seen
m = f'(xo)

The equation is therefore

y — f(xo) = f'(x0)(x — xo)

In the above example if we take

f(x) = x2 and the point xo = 1

40






The equation to the tangent at the point is given by

y — f(xo) = f'(x0)(x — xo)

Or
y—12=2x1(x—-1)
where
flxo) =xg=12and f'(xg) =2 Xx9g=2X%1
ie

the equation is
y—1=2(x—-1)
Derivative as rate measurer

Remember the definition

y flc+h)—f(c)
1m
h—0 h

=f(©

The quantity

fle+h) —f()
h

measures the rate of change in f(c)wth respect to change h in
Consider the linear motion of a particle given as
s = f(t)
Where ‘s’ denotes the distance traversed and ‘t’ denotes the time taken

The ratio

S

t
Denotes the average velocity of the particle

To calculate the local velocity or instantaneous velocity at a point of time
t=towe proceed in the following way

26
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Consider an infinitesimal distance ’ §s’ traversed from time t=to in time’ 6t

The ratio

0s
ot
Still represents a average value of the velocity

The instantaneous velocity at t=to can be calculated by considering the

following limit
. 0s
lim
5t—-0 Ot

or

ds
v =
dt

Where ‘v’ represents the instantaneous velocity which is defined as rate of
change of displacement

Similarly, we can write the mathematical expression for acceleration

As

dv
dt

Or the rate of change of velocity

Example

If the motion of a particle is given by
s=f(t)=2t+5

Which is linear in nature, we can calculate velocity at t=3
ds

p(t=3)=— =2
dt

It is clear that the velocity is independent of time ‘t’.
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ie
the above motion has constant or uniform velocity.

And, therefore, the acceleration
dv
a =—=— 0
dt
Or the motion does not produce any acceleration.
Consider another motion of a particle given as

s=f(t)=2t2+3

Here the velocity at t=3 can be calculated as

ds
v(t:3):E=4t=4><3=12

And the acceleration

dv_4
T

Therefore we can say that the motion is said to have constant or uniform
acceleration

Derivatives of implicit function
Consider the equation of a circle

X2 + y2 = 12
This is an implicit function

Lets differentiate this equation with respect x throughout, we get

dy
2x+2ydx:
dJ’_—x
dx y

28
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Derivative of parametric function

The equation of a circle can also be written as

x = rcost
y = rsint

This is called parametric function having parameter ‘t’

In this case
dy
dy dr _ reost _ X _ X
dx dx —rsint -y vy
dt

Derivative of function with respect to another function

Consider the functions

y=fk)
z=g(x)
@ _re
dx g'(x)
Example
Let
y = sin(x)
z=x3

dy _ f(x) _ cosx
dx g'(x) 3x2

Derivative of composite function

Consider the function

y = f(u) where u = g(x)

Theny is called a composite function
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In this case

dy_dyxdu
dx du dx

This is called Chain Rule. This can be extended to any number of functions.

Example
1.Let
Yy = sinx?
This can be written as
y = sinu
And
u = x2
Applying chain rule, we have
2 :é/ xd_u = cosu X 2x = 2xcosx>
dx du dx
2.Let
y = tanex’

This can be written as

y = tanu
And
u=-ev
v = x2

Applying chain rule, we have

30
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d d du dv
y= yx X = sec?u X ev X

dx du dv dx

Derivatives of inverse function

As 6x = 0,6y also - 0

Which follows from the fact that

31

2 2
2x = sec?ex X e* X 2x

y = f(x) being a dif ferentiable function is a continuous function

And the condition of continuity guarantees the above fact.

Derivative of inverse trigonometric function

Let
y = sin~lx

Where (- ™

ve( 2’ 2)

This can be written as
X = siny
dx
— = cosS
dy Y

Or

1 1

Since cosy is positive in the domain

dx  cosy +V(1 — sin?y) B +V/(1 - x?) B V(1 —x2)
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Let

y =cos 1x
Where ye(0, )
This can be written as
X = coSsy
dx
@ = —siny
Or
dy -1 —1 —1 -1

dx siny - +V(1 — cos2y) B +V(1 — x?) ] V(1 —x2)

Since siny is positive in the domain

Let
y = sec™1lx
Where ye (0, g) U (%,n)
This can be written as
X = secy

dx

d_y = secy X tany
Or

dy 1 1 1 1

dx  secyXtany  x(secty — 1) x(#VGZ = 1) V(1)

Since secy X tany is positive in the domain
Let

y = cosec™lx
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33
Where ye (— %, 0) U (0,2

This can be written as

X = cosecy

dx
— = —cosecy X coty
dy

dy 1 1 1 1

dx cosecy X coty xV(coseczy — 1) B x(+V(x2 — 1)) B |x[V(1 - x2)

Since cosecy X coty is positive in the domain

Let
y = tan~1x
This can be written as
X = tany
dx
___=sec%y
dy
Or
dy 1 1 1
dx secty 1+tan?y 1+ x2
Let
y = cot™1x
This can be written as
X = coty
dx
__ = —cosec%y
dy
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Or
dy —1 —1 -1

dx cosec?y 1y cot?y T 1t

Higher order derivatives

Let
y=f(x)

Is differentiable and also

dy

=X

dx
Is differentiable. Then we define

d dy d2y .,
G Tae =S

_ e L@+ 80— f(9

6x—0 ox

This is the 2". Order derivative of the function

Similarly we can define higher order derivatives of the function

Example

Let

y=fx)=x3+x2+x+1

dy
=f(x) =3x2+2x+1
dx
dzy
ke f'(x)=6x+2
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Consider the Function
y = f(x) = Acosx + Bsinx

Here
_~ = f'(x) = —Asinx + Bcosx
dx
ay .. o
i f'(x) = —Acosx — Bsinx = —y

i.e in this case

d?y
A2 +y=0
Monotonic Function
Increasing function
Consider a function
y=f)

If x, > x1 implies f(x3) > f(x1)

Then the function is increasing

Example
y=f(x)=x+1
f2)=2+1=3
f=1+1=2

Or

f(2) > f(1)
Therefore the function is increasing

Graph of the function
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Decreasing function
Consider a function

y=fx)
If x;, > x1 implies f(x3) < f(x1)

Then the function is decreasing

Consider the function

y=fx)=

1

2

1

) ==

f2) =

I
—_

Or

f2) <f(D)
Therefore the function is decreasing

Graph of the function
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A function either increasing or decreasing is called monotonic.

Derivative of Increasing Function

If f(x) is increasing, then

£l = lim LETOOI@
8x—0 ox
i.e

for increasing function the derivative is always positive

Derivative of Decreasing Function

If f(x) is decreasing, then

o fa+s)—f®
f(x) B Eliicr—r}O ox <90

ie
for decreasing function the derivative is always negative
example

let

y=fx)=x+1
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ﬂ=f’(x)=1>0

dx

Therefore the function is increasing

Let
1
y=flx)=-
X
d -1
Y ofw=__<o0
dx x2
Therefore the function is decreasing
Let
y=fx) =x?

d_y = f'(x) = 2x
dx

>0 forx>0
<0forx<0
Therefore the function is increasing for x > 0 and decreasing for x < 0

Graph of the function

y=f(x) = x?

U

e
>

7
™\
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MAXIMA AND MINIMA OF A FUNCTION
Consider a function
y = fx)

Consider the point x=c
If at this point

f(c) > f(c + h),where |h| < 6§
Then f(c) is called local maximum or simply a maximum of the function
If at this point

f(c) < f(c + h),where |h| <6
Then f( c) is called a local minimum or simply a minimum

A function can have several local maximum values and several local minimum
values in its domain and it is possible that a local minimum can be larger than a
local maximum.

If f(c)isalocal maximum then the graph of the function in the domain
(c—6,c+96)

Will be concave downwards

If f(c)isalocal minimum then the graph of the function in the domain
(c—6,c+96)

Will be concave upwards
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maiximum
maiximum
maiximum
minimum

minimum

! —>

maximum
maximum
maximum
minimum
minimum
N

T |

Maximum Case
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In other words at a point of local maximum the function is increasing on the
left of the point and decreasing on the right of the point

Therefore the derivative of the function changes sign from positive to negative

as it passes through x=c

f'(c) is not defined

f'(x)>0

/]

f'(x)<0

c-h

c+h

c-h

Therefore we conclude that the derivative of the function is a decreasing

c+h

function and as such its derivative i.e the second order derivative is negative

Minimum Case

At a point of local minimum the function is decreasing on the left of the point

and increasing on the right of the point

Therefore the derivative of the function changes sign from negative to positive

as it passes through x=c

f'(c)H0

f'(x)>0

f'(x)<0

f'(c) is noIdefined

f'(x)>0

c-h

c+h

c-h

ct+h
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Therefore we conclude that the derivative of the function is a increasing
function and as such its derivative i.e the second order derivative is positive

In either maximum or minimum case the 15t. derivative of the function is zero
or is not defined at the point of maximum or minimum

The point x=c where the derivative vanishes or does not exist at all is called a
critical point or turning point or stationary point.

A function can have neither a maximum nor a minimum value
Example

Consider the function

y=f(x) =x8

Here

dy 2

— =3

dx x
This vanishes at x=0
And

d?y

F = 6x

Which also vanishes

Therefore we may conclude that the function does not have maximum neither
minimum value
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Point of inflexion

/ point of inflection

If a curve is changing its nature from concave downwards to concave upwards
as shown in the figure or vice versa, then at the point where this change occurs
is called the point of inflexion. In other words on one side of the point of
inflexion the curve is concave downward and on the other side the curve is
concave upward or vice versa

In the above figure,

On the left side of point of inflexion a maximum value occurs and to the right
side of point of inflexion a minimum value occurs.

In other words, remembering the condition of maximum and minimum, we can
say,

The 2" order derivative changes its sign from negative to positive as in the
case given in the figure or vice versa.

In other words the point of inflexion is the point of either maximum or
minimum of the 1%t derivative of the function

Hence at the point of inflexion the 2"9. order derivative vanishes or is not
defined and the 2". order derivative changes its sign as it passes through the
point of inflexion
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i.e at the point of inflexion

Cizj/ 17 . .
1. = f"(x) = 0 oris not defined
dx?
2. The 2".order derivative changes sign as it passes through the point
Example

Consider the function we discussed earleier

y=f(x)=x
Here
d 2
% = 3x
This vanishes at x=0
And
d?y
E = 6x
Which also vanishes at x=0
But
d3y
E =6%*0

N B O 0 O

DO 0o P BN

H

Therefore we conclude that

X=0 is a point of inflexion for the curve
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Working procedure to find the maxima and minima

1.Given any function, equate the first derivative to zero to find the turning
points or critical points

2.Test the sign of the second derivative at these points. If the sign is negative it
is appoint of maximum value. If the sign is positive it is a point of minimum
value.

3. then calculate the maximum value/minimum value of the function by taking
the value of x as the point

Example

If the sum of two numbers is 10, find the numbers when their product is
maximum

Solution
Let the numbers be x and 10-x

Let

y=f(x)=x(10 - x)

= 10x — x?
dy
—=10—-2x=0
dx x

x=05
d%y
dx2=—2<0

Therefore the function which is the product of the numbers maximum if the
numbers are equal i.e 5 and 5.

EXAMPLE
Investigate the extreme values of the function
f(x) =x*—2x2+3

The critical points are roots of the equation



f(x) =4x3 —4x =0
Or
f(x) =4x(x2—1)=0

Or

Lets check the sign of the 2", Derivative at these points
Now,
f'(x) =403x2—-1)
f(0)=4(-1)=-4<0
Therefore x=0 is a point of maximum value.
The maximum value of the function is given as

[ max = f(0) =3

Now
ff1)=4B3-1)=8>0
Therefore x =1 is a point of minimum value.

The minimum value of the function is given as

f(x)min:f(l):1_2+3=2

Now
f'(-1)=43-1)=8>0
Therefore x =-1 is a point of minimum value.

The minimum value of the function is given as

fOmin=f(-1)=1-2+3=2
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INTEGRATION AS INVERSE PROCESS OF DIFFERENTIATION

Integration is the process of inverse differentiation .The branch of calculus which
studies about Integration and its applications is called Integral Calculus.

Let F(x) and f(x) be two real valued functions of x such that,

4F(x) = f(x)
dx

Then, F(x) is said to be an anti-derivative (or integral) of f(x).
Symbolically we write [ f(x) dx = F(x).

The symbol | denotes the operation of integration and called the integral sign.
"dx' denotes the fact that the Integration is to be performed with respect to x .The function
f(x) is called the Integrand.

INDEFINITE INTEGRAL

Let F(x)be an anti-derivative of f(x).
Then, for any constant ‘C’,

A{F() + =L F&) = f(x)
dx dx

So,F(x) + C is also an anti-derivative of f(x), where C is any arbitrary constant. Then,

F(x) + C denotes the family of all anti-derivatives of f(x), where C is an indefinite constant.
Therefore, F(x) + C is called the Indefinite Integral of f(x).

Symbolically we write

[ Fx) dx = F@) + ¢,

Where the constant C is called the constant of integration. The function f(x) is called the
Integrand.

Example :-Evaluate [ cosx dx.

Solution:-We know that
4dsinx = cosx
dx

So, [cosx dx =sinx + C

ALGEBRA OF INTEGRALS

LIIf() + g)]dx = [ f(x)dx + [ g(x)dx

2. [k f()dx =k f(x)dx, for any constant k.

3.flaf(x)+bg(x)]ldx =a/f f(x)dx+b [ g(x)dx,
for any constanta & b
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INTEGRATION OF STANDARD FUNCTIONS
[ xndx =

f dx —ln|x| +C

fcosxdx—smx+C

[sinxdx = —cosx +C

[ sectx dx = tanx + C

[ cosec?x dx = —cotx + C
[secxtanxdx = secx + C

[ cosecx cotx dx = —cosecx + C
[exdx =ex+ C

xdy =%
[a dx =—+C ,(a>0)

CooNoOOR~W N P

-
©

11. [tanx dx =In|secx| + C = —In|cosx| + C
12. [ cotx dx =In|sinx| + C = —In|cosecx| + C
13. [ secxdx = In|secx + tanx| + C

14. [ cosecx dx = In|cosecx — cotx| + C

15. | —,llfxz dx = sin"x + C

16.
17. f

“Ix +C
dx—sec Ix+C

x Vx2—1

- R
18. Jﬁdx=ln|x+\/x2+1|+6’
19. | oy dx =Inlx +Vx2 — 1|+ C

2sinx+b%cos’x d

Example:- Evaluate IE
sin?2x
Zsin?x+b%cos?x dx

Solution:-J' a

sin22x

_f asin?x+b%cos?x d

4sin’x.cos?x

L 1 dx+ D
=

4  cos’x 4  sin?x

2 2

a b
= [ sec?x dx + __ [ cosec?x dx

4 4

=l[a2tanx — b2 cotx] + C
4

INTEGRATION BY SUBSTITUTION

When the integrand is not in a standard form, it can sometimes be transformed to
integrable form by a suitable substitution.

The integral [ f{g(x)}g (x)dx can be converted to
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[ f(t)dt by substituting g(x)by t.

50

64






So that, if [ f(t)dt = F(t) + C,then

[ flg()}g () dx=F{g(x)} + C.

This is a direct consequence of CHAIN RULE.
For,

ix[F{g(X)} +C] = [F(t) + C] = f(t) —=flg()}g()

There is no fixed formula for substitution.

Example:- Evaluate [ cos(2 — 7x) dx
Solution:- Putt = 2 — 7x
So that 4t dt =-7=dt =-7dx

fcos(Z — 7x) dx —_fcostdt
=7smt +C
= _sin(Z —-7x)+C
7

INTEGRATION BY DECOMPOSITION OF INTEGRAND

If the integrand is of the formsin mx - cosnx, cos mx - cosnx or sinmx - sinnx,
then we can decompose it as follows;

1. sinmx - cosnx=1-2 sinmx - cosnx = l[sin(m + n)x + sin(m — n)x|
2 2

2. cosmx - cos nx=1[cos(m — n)x + cos(m + n)x]|
2

3. sinmx - sin nx:l2 [cos(m — n)x — cos(m + n)x]

Similarly, in many cases the integrand can be decomposed into simpler form, which can be
easily integrated.

Example:-Integrate [ sin 5x - cos 2x dx

Solution:- fsm 5x - cos 2x dx
= _f [sin(5 + 2)x +sin(5 — 2)x] dx

= _ [(sin 7x + sin 3x) dx

1
_E[ ;cos7x—§C053x] +C

1
= ——Cos7x—lC083x+C
6

in 6x + sin 4
Example:-Integrate [ 2% TN gy

cos 6x + cos 4x

- sin 6x + sin 4x 2sin 5x cos x
Solution:- [N gy = [ST22RF
cos 6x + cos 4x 2 cos 5x cos x
sin 5x
= dx
cos 5x

Put t = cos 5x, so thatj_f = —55sin5x = dt = —5sin5x.dx
X
x=—1 d%z —%ln|t|+(]

. f sin 6x + sin 4x
*7 cos 6x + cos 4x 5
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In|cos 5x| + C

1
5

= ilnlsec 5x| +C
5

INTEGRATION BY PARTS

This rule is used to integrate the product of two functions.
If u and v are two differentiable functions of x, then according to this rule have;

fuvdx=ufvdx—f[;fvdx]dx

In words, Integral of the product of two functions

= first function X (Integral of second function)
— Integral of (derivative of first X Integral of second)

The rule has been applied with a proper choice of ‘First’ and ‘Second’ functions .Usually
from among exponential function(E),trigonometric function(T),algebraic
function(A),Logarithmic function(L) and inverse trigonometric function(l),the choice of
‘First’ and ‘Second’ function is made in the order of ILATE.

Example:-Evaluate [ x sin x dx

Solution:- [ x sin x dx
= x [sinx dx — [ [, [ sinx dx] dx
dx

= —xcosx + [ cosx dx
=sinx —xcosx + C

Example:-Evaluate [ e* cos 2x dx

Solution:- [ ex cos 2x dx = e* cos 2x — [ ex(—2 sin 2x) dx
= e* cos 2x + 2 [ e* sin 2x dx
= e* cos 2x + 2 [e* sin 2x — 2 [ e* cos 2x dx]
= e* cos2x + 2e*sin2x — 4 [ e¥cos2x dx + K

S0,5 [ e* cos 2x = e*[cos 2x + 2 sin 2x] + K
~ [excos2xdx = " *[cos2x + 2sin 2x] + C (where = K/ )
5 2

INTEGRATION BY TRIGONOMETRIC SUBSTITUTION

The irrational forms Va2 — x2 , Vx2 + a2 , Vx2 — a2 can be simplified to radical
free functions as integrand by putting x = asin6,x = atan 6 , x = a sec 6 respectively.
The substitution x = atan 8 can be used in case of presence of x2 4+ a2 in the integrand,
particularly when it is present in the denominator.

ESTABLISHMENT OF STANDARD FORMULAE

1 J LE o =sin1i4+C
. a
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dx 1 —1x

= )
2. fa2+x2 a tan a +
dx 1 —1x
3. | q=r=g5ec -+C
. dx —_—
4. J ¥t = In|x + Vx2 + a?| + C
g'olutionjs: =In|x +Vx? —a?| + C
1.
Let x = asin#, so that dx = acos8 df and = sin-1~
a
dx =f acosf dé =facosed9=fd9=9+C=Sl.Tl_1f+C
Va2—x2 Va2—a?sin26 acos@ a
2.

Let x = atan @, so that dx = asec20 df and § = tan-12

a

dx asec20 do asec?0 do asec?6 _1 1

af B pasectdd = do=[dg=-9+cC
x2+a a’? tanZ0+ a? a%(tanZ0+ 1) a’sec? a a

= ltan-12+C
a a
3.
Let x = asecH, so that dx = asecOtan0 df and @ = sec-1~
a
.o dx __ asecObtan® d6 __  asecbtan® de =1fd9
: Jx\/x —a _J a sec0VaZsec?6—a? _J asecOatan® a
=190+4+C =1lsec-1i4¢
a a a
4, Let x = atan @, so that dx2= a sec?0 dé.
“ S asec®0 dd = [ **“% o= sec§ d@ = In|secd + tan 8] + K
Vx2+a? Va2tan26+a? asecf

=In|Vram8 =t + tan ] + K=In V*_+ 1+ | + K
a? a

_ x+VxEFar
Inf—— + K

a

=In|x + Vx2 + a?| + K — In|q|

=ln|x + Va2 + a?| + C (Where C=K — In|a| )
5. Let x = asec#, so that dx = asecOtan6 df

. dx _ rasecOtan0 df __ asecbtanb _

’ f\/xz—az B f\/azseCZG—az o f atan@ i f Sece do

=In|secf + tan 8| + K =In|sec O + Vsec26 — 1| + K
x \/Xz

=ln|-+V——1+K
a a

_.  x+VxE=ar

“Inf——m | + K

a

=In|x + Vx2 — a?| + K — In|q|
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=In|x + Vx2 —a?| + C (Where C=K —In|a| )

SOME SPECIAL FORMULAE
2
1 JVaz — x%dx =’£\/a2 — x? +a7sin_1f—l+C

2

2. [VxzFazdx = Vxr+az + “_In|x + VxrFaz|+ C
2 2

3. [Vx2 —a2dx =% Xz—a2—§1n|x+\/x2—a2|+6

2
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Solutions:
1. [Vaz —x%dx = [1 -Va? — x2dx
xvaz —xz —fx( e 2) dx

xVaZ=xZ

+de

a —(az—xz)

= xVaz — x2 + fﬁﬁrdx

= xvVaZz=x%Z + a2 |

X ——
m—f\/az — x%dx

2 (Var=x%dx = xNaT=xZ+ a2 | A
J I g
=xvVaZ=xZ+ a’sin"'+K

a

—_— 2
[Va? —x2dx =’§\/a2 — x2 +%sin‘1%+C ( Where C =§)

2. [Vx2 +a2dx = [1 -Vx? + a?dx
x\/x2+a2—fx(>/2 =) dx
= xVx? ¥ a? -

VxZta? dx

(x%+a?)—a?
= xVx2 + a? — IW X

—x\/x4+a4—J\/x4+a4dx+azj

Vx2+a2dx
2}\/x2+a2dx= x\/x2+a2+azj
Vx24a?

So, 2 [Vx? + a?dx = xVx? +a? + a?ln|x + Vx2 + a?| + K
v [VxEFardx = «/ﬁ——l-—2+ ln|x+\/ﬁ"‘—+—?| +C

( Where C —_)
2
3. [Vx2 —a2dx = [1 -Vx? — a?dx

= xVxz—az— [«x (szzzx_az) dx

2
T ——7 _
xVxZ—a
j,—xzadx

f (x —a2)+a

= xVx? — a2 — dx

=xVx7—a? - J‘\/xé —afdx +a | &

xX“—a
2 J‘\/xz —aZdx = x\VxZT—=a? — a2 J -
Vx2—a?

S0, 2 [Vx? — aldx = xVx? —a? — a?ln|x + Vx2 — a?| + K
2
[Vx2 —a2dx = g\/xz —aZ = In|x + V¥ — 2| + C

( Where C =§)

METHOD OF INTEGRATION BY PARTIAL FRACTIONS
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p(0)
. . . . Q) :
partial fractions and each partial fraction can be integrated separately by the methods outlined
earlier.

If the integrand is a proper fraction , then it can be decomposed into simplér"
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SOME SPECIAL FORMULAE

dx 1 x—a

1. =
|z =gl +c
dx 1 a+x
2. =_ln|—
faz—xz 2a In |a—x | +C
Solutions:
1. . L
We have, _1 = =t -2
x%2—a? (x—a)(x+a) 2a x—a x+a
[t =1 = Dydx
x2—a? 22  x—a x+a
= 2L[lnlx —al—In|lx+al] +C
a
[-= Il +c
2. x2—a? 2a xt+a 4
We have, _ 1 =

aZ—x2 (a+x)(a—x)

2a a+x a—x

f dx :if(L_FL)dx

a’—x2  2a at+x a—x

=1[lnla+x| —Inla—x|]+C
2a

dx 1 a+x
[ =—In|—|+C
2a a—x

22—x2

2
Example:- Evaluate | %dx
X— X

241 B c

Solution:-Let _x = _ 4 +- (1)
EE— x—1

(x—1)2(x+3) (x-1)2  x+3

Multiplying both sides of (1) by (x — 1)2(x + 3),

= x2+1=A(x—1)(x+3)+B(x+3)+C(x —1)2"

1

2

Putting x = =3 in (2),we get, 10 = 16C = C =

Equating the co-efficients of x2 on both sides of (2), we get
1=A+C=A4=1-2="_

8 8
Substituting the values of A,B &C in (1) ,we get

Putting x = 1 in (2),we get,B =

| u
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X241 3 1 1 1
GD2GE3) 8 1 + 2 Go1Z +

[ dx

(x—1)2(x+3)

3 dx 1 dx 5 dx
=+~ _+]
8 x-1 2 (x-12 8 x+3
lnjx — 1+ 2Injx + 3] —
8 8 2(x—1)

5 1

8 x+3

+C
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. ————dx
Example: Evaluatej_ D 214)

Bx+C
x2+4

Solution:- Let——— = 4 +
(x—1D)(x2+4) x—1

Multiplying both sides of (1) by (x — 1)(x2 + 4),we get

x=AX%*+4) + (Bx + O)(x — 1) ------------- 2

Putting x = 1 in (2), we get,A = %

Putting x = 0 in (2), we get,0 = 44 — C = C = 44 =>C=“E

Equating the co-efficients of x2 on both sides of (2), we get
0=A+B=>B=-.

5
Substituting the values of A, B and C in (1) we get
4

x 1 1 (x—4)
(=12 +4) S(xl— 1d) 5 (x2+4)
s T dx="[7 —lf % dx

(—1)(x2+4) 5 x—1 5 x4

— l d_x _ lf xdx + 4f dx
5 x-1 5 x24+4 5 x2+4
=lpdx  1pde 4y d
5Y x—1 10 fcz+4 5 x2+42 "
=lln|x = 1| —Z_In|x2 + 4|+ _tan"1 () + C

5 10 5 2

2
Example:- Evaluate J'm "

2
Solution:- Let x2 = y Then ___* =¥
—_— D244 DG+

let—~» -4 8 (1)

y+D(y+4) y+1 = y+4

Multiplying both sides of (1) by (y + 1)(y + 4),we get
y=A(y+4)+ By + 1) ) .
Putting y = —1 and y = —4 successively in (2),we get,A = — 3 andB =

Substituting the values of A and B in (1),we get
0 1 4
(C+D(0+8) — 3(0+D) | 3(0+4)

Replacing [ by (12, we obtain
02 1 4

D8 30ED T304

) Sy T

x24+1)(x2+4 3 x241 3 x2+
( )( ) ] | 4

-1 x

DE F | NITEINTEGRAL

4
3
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—-tan -tan -

X+ 3 g
_|_
Cc
2

If f(x) is a continuous function defined in the interval [a,b] andF(x) is an anti-

derivative of f(x) i. e.,d};(x) = f(x) ,then the define integral of f(x) over [a,b] is denoted by

[ f(x)dx and is equal to F(b) — F(a)
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ie., J-” f(x)dx = F(b) — F(a)

The constants a and b are called the limits of integration. ‘a’ is called the lower limit and ‘b’
the upper limit of integration.The interval [a,b] is called the interval of integration.

Y
A
~f(X)
O 4 d b g(’
Geometrigally, the definite integral ) f(x)dx is the AREA of the region bounded by the
curve y =¥ f(x) and the lines x = a,x = b and x-axis.

EVALUATION OF DEFINITE INTEGRALS

To evaluate the definite integral fcf f(x)dx of a continuous function f(x) defined on [a, b],
we use the following steps.

Step-1:-Find the indefinite integral [ f(x )dx
Let [ f(x)dx = F(x)

Step-2:-Then, we have
fpf(x Ydx = F(x)]’=F(b) — F(a)

a

PROPERTIES OF DEFINITE INTEGRALS

Lo [ fG)dx == [*fGx)dx

2 [Pfa)dx= [ f)dy = [ f(z)dz

i.e., definite integral is independent of the symbol of variable of integration.

3. fbf(x)dx=fcf(x)dx=fbf(x)dx,a<c<b
4, [“fx)dx = [“fla—x)dx,a>0

0 0
5. a dx=[2 ]y FGIdx,  iff(—0)=f ()

J_af(x) =1 %. iff(=0)=—f(x)

2a _ 2 {)af(x ddx, iff(Qa—x)=f(x)
0 =
Jor fGe)dx=["4" iff(2a—x)=—f (x)

Example:- Evaluate Jbl xtan—1x dx
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2

2
. 1
Solution:-We have, [ xtan-1x dx = _tan-1x — _[ dx
_— 2

2 X241

2 2
- 1 +1)—-1
:x_tan 1x—_fudx
% X241
X 1 dx
=" tanx— _[dx+ _J
2 2 2 x2+1

N

= tan—1, _X 4 ltan-1x
2 x—3+;

:(x2+1)

tanx — ’iz
1 2 1
-1 x“+1 t -1 _x
= |—tan ~ X

J,xtan ™ x dx = [ 2]0
1

=tan~11 — _ = T__ l
2 4 2

n: .
Example:- Evaluate I /2 sinx dx
0

sin x+cosx

Vs
Solution:-Let 1= /2 sinx "
- 0

sin x+cos x
T T

/2 -
_ sin(,—x)
_fo dx

sin (g_x) +cos (;_x)

-y cos x
—(/pg__cosx
_JO cos x+sin x dx

o 21=1+1= fo”/zsin_x dx + fg/z COSX gy — f”/z (sinx+ cos x)

sinx+cosx cos x+sinx 0 (sinx+cosx)

Sy T
= dx=x],"" ==

N

=

4

J'T[/Z sin x dx =

s
0 sinx+4cosx 4

AREA UNDER PLANE CURVES

DEFINITION-1:-

Area of the region bounded by the curve y = f(x), the X-axis and the linesx = a,x = b is
defined by

Area=|[” ydx| = 1" f(x)da

Y
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DEFINITION-2:-Area of the region bounded by the curve x = f(y), the Y-axis and the lines

y=c¢y=dis deflngd by
Area—lf xdy| = | f()dyl

Y

A

d

v

Example:-Find the area of the region bounded by the curve y = e3, x-axis
and the linesx =4, x = 2.

Solution:-The required area |s defmed by
A—J 4e3xdx = e3x] (elzx — e6x)
2 3 2 3

Example:-Find the area of the region bounded by the curve xy = a?, y-axis
the linesy =2,y =3

a?

Solution:- We have, xy = a? = x =

y

~ The required area is defgngd by 3
A=["xdy = a2 [~ = [ 2Iny]® = a2(In3 —In2) = a2In ()
2 2y 2 2

Example:-Find the area of the circle x24+y? = a?

Solution:-We observe that, y = va2—x2 in the first quadrant.

Y

A

(,0) %

=~ The area of the circle in the first quadrant is defined by,

AL = foavaz—x2 dx

and
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As the circle is symmetrically situated about both X —axis and Y —axis, the area of the circle
IS defirllled by,
A:4J'0 Vaz=xZ dx

x 2 1
=4 |E\/a2 —x?2 +a7sin 12

ao

a2 . T
= 4__sin~11 = 2a? _ = na?.
2 2

DIFFERENTIAL EQUATIONS

DEFINITION:-An equation containing an independent variable (x), dependent variable (y)
and differential co-efficients of dependent variable with respect to independent variable is
called a differential equation.

For distance,

1. & = sinx + cosx
dx
2. §Z+ 2xy = x3
X
3. y=x® VT2
—+
dx 1+ (dx)

Are examples of differential equations.

ORDER OF A DIFFERENTIAL EQUATION
The order of a differential equation is the order of the highest order derivative
appearing in the equation.

2
Example:-In the equation, i’ 43 di+ 2y = eX,
—_— dx2 dx

The order of highest order derivative is 2. So, it is a differential equation of order 2.

DEGREE OF A DIFFERENTIAL EQUATION

The degree of a differential equation is the integral power of the highest order
derivative occurring in the differential equation, after the equation has been expressed in a form
free from radicals and fractions.

3
Example:-Consider the differential equation ¢~ dy 2
——6(3) —4y=0

e dx3
In this equation the power of highest order derivative is 1.So, it is a differential equation of

degree 1.
Example:-Find the order and degree of the differential equation

3
dy 2 /2 dZy
+CI1 =K5z
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Solutlon - By squarlng both sides, the given differential equation can be written as
2

K(dz) —[1 +( )] =0

The order of highest order derivative is 2.So, its order is 2.
Also, the power of the highest order derivative is 2.So, its degree is 2.

FORMATION OF A DIFFERENTIAL EQUATION
An ordinary differential equation is formed by eliminating certain arbitrary constants
from a relation in the independent variable, dependent variable and constants.

Example:-Form the differential equation of the family of curves  y = asin(bx + ¢), a and
¢ being parameters.

Solution:-We have y = a sin(bx + ¢)------------- (1)

Differentiating (1) w.r.t. x, we get
= ab cos(bx + ¢) -------=-=m-m=m-mmoee- (2)

dx

Differentiating (2) w.r.t. x, we get

P _ap? sin(bx + ¢)-----=-=-=-==-=-=-=---- 3)
dx?

Using (1) and (32 we get

This is the required differential equation.

Example:-Form the differential equation by eliminating the arbitrary
constant in y = Atan—1x.

Solution:-We have, y = Atan=1x ---------------------- (1)

Differentiating (1) w.r.t. x, we get
o )
dx  1+x2
Using (1) and (2), we get
&v____ ¥y
dx (1+xDtan—1x
(1 +xP)tan- 1x3 =y

This is the required differential equation.

SOLUTION OF A DIFFERENTIAL EQUATION
A solution of a differential equation is a relation (likey = f(x) or f(x,y) =
0)between the variables which satisfies the given differential equation.

GENERAL SOLUTION
The general solution of a differential equation is that in which the number of
arbitrary constants is equal to the order of the differential equation.
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PARTICULAR SOLUTION
A particular solution is that which can be obtained from the general solution by giving
particular values to the arbitrary constants.

SOLUTION OF FIRST ORDDER AND FIRST DEGREE DIFFERENTIAL
EQUATIONS

We shall discuss some special methods to obtain the general solution of a first order
and first degree differential equation.

1. Separation of variables
2. Linear Differential Equations
3. Exact Differential Equations

SEPARATION OF VARIABLES

If in a first order and first degree differential equation, it is possible to separate all
functions of x and dx on one side, and all functions of y and dy on the other side of the equation,
then the variables are said to be separable.Thus the general form of such an equation is f(y)dy
= g(x)dx
Then, Integrating both sides, we get

[f»)dy = [g(x)dx + C as its solution.

Example:-Obtain the general solution of the differential equation
9y +4x =0
dx

Solution:- We have, 9yZ_y +4x =0
- X
= 9yd_y = —4x

=9y dy = —4x dx
Integrating both sides, we get
9 [ydy = —4 [ xdx

9 —
=>_ Y2 ="x2 4K
2 2

= 9y2 = —4x2 4+ C (Where C=2K)

> 4x2+9y2 =C
This is the required solution
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LINEAR DIFFERENTIAL EQUATIONS

A differential equation is said to be linear, if the dependent variable and its differential co-
efficients occurring in the equation are of first degree only and are not multiplied together.
The general form of a linear differential equation of the first order is

Where P and Q are functions of x.

To solve linear differential equation of the form (1),
at first find the Integrating factor = e/ P dx 2)

It is important to remember that

|.F = el Prdx
Then, the general solution of the differential equation (1) is

y.(ILF) = [ Q.(I. F)dx 4 C--------mmmmmmmmmmmme- (3)

Example:-Solve &+ y sec x = tanx
dx

Solution:-The given differential equation is

%V-+ (secx)y = tan x ------------------- 1)
X

This is a linear differential equation of the form

%V_+ Py = Q ,where P =secxand Q = tanx
X

| F= ef Prdx = pf secxdx —,ln(secx+ tanx)
So, I|.F=secx +tanx

. The general solution of the equation (1) is
y.(I.F) = [QU.F)dx + C

= y (secx +tanx) = [tanx (secx +tanx)dx + C
= y (secx +tanx) = [(tanx secx + tan2x)dx + C
= y (secx +tanx) = [(tanx secx + sec?x — 1)dx + C
= y(secx +tanx) =secx +tanx —x + C
This is the required solution.

Example:-Solve:(1 + x2) Y4 2xy —4x2 =0
—_— dx

Solution:-The given differential equation can be written as
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This is a linear equation of the form 42+ Py = Q ,
dx

2
Where P = % andQ ="
1+x2 1+x2
We have, |.F = ef Pdx = gf2x/(14+x))dx = gin(14x%) = 1 4 y2 e ©)

=~ The general solution of the given differential equation (1) is
y.(LF) = [Q.(F)dx +C

4x
= yA+x) = (14 x2)dx +C

1+x2°

= y(1+x2) =4 x2dx+C
= y(1+x2)=§X3+C

This is the required solution

EXACT DIFFERENTIAL EQUATIONS

DEFINITION:- A differential equation of the form

M(x,y)dx + N(x,y)dy = 0 is said to be exact if 3 = o,
ay 0x

METHOD OF SOLUTION:-

The general solution of an exact differentia equation Mdx + Ndy = 0 is

[ Mdx + [(termsof N not containing x)dy = C,
(y=constant)
Provided 24 = "

ay ox
Example:- Solve;(x? — 4xy — 2y?)dx + (y?2 — 4xy — 2x?)dy = 0.
Solution:-The given differential equation is of the form Mdx + Ndy = 0.

Where, M = x2 — 4xy — Zyglsmd N = yZz — 4xy — 2x?
We have 3 = —4x — 4y = __

ay ox
. aN . . . .
Since 3 = __ | so the given differential equation is exact.
ay ox

The general solution of the given exact differential equation is
[ Mdx + [(terms of N free from x)dy = C

(y=constant)
= [(x2 — 4xy — 2y2)dx + [ y2dy = C
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(y=constant)
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X3 y3
= T 2y —2xyt+5=C

= x3—6x%2y—6xy?+y3=C.
This is the required solution.

Example:- Solve;(x%2 — ay)dx = (ax — y?)dy

Solution:-The given differential equation can be written as

(x? —ay)dx + (y? — ax)dy = 0--------=-------- (1)
Which is of the form Mdx + Ndy =0,
Where,M = x?2 —ayandN y2 — ax.

We have 3 = —q and 2" = —a
oy aN ox
Since 3% = __ the given equation (1) is exact.
ay ox
= The solution of (1) is [(x2 — ay)dx + [ y2dy = C
(y=constant)
X3

y
=>__ _ A
3 axy+3—C

=>x3—-3axy+y3=C,
Which is the required solution.

Example:- Solve; yewdx + (xe® + 2y)dy = 0.

Solution:- The given differential equation is yexvdx + (xe*y + 2y)dy = 0,

Which is of the form Mdx + Ndy = 0.
Where,M = yexy and N = xeXy + 2y
We have M = exy + xyexy = o
ay 0x
So the given equation is exact and its solution is
[ yewvdx + [ 2ydy =C.
(y=constant)
>ev+y?=C

Example:- Solve; (3x2 + 6xy2)dx + (6x%y + 4y3)dy = 0

Solution:- The given equation is of the form Mdx + Ndy = 0,
Where,M = 3x2 + 6xy2 and N = 6x2y + 4y3
We have 3 = 12xy = on
ay ax
So the given equation is exact and its solution is
[(3x% + 6xy?)dx + [(4y3)dy = C
(y=constant)

3 4
:>31+_x2y2+_y4=6

3 2 4

> x3+3x2y2 +yt=C
This is the required solution.
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Co-Ordinate System

In geometry, a coordinate system is a system which uses one or more numbers,
or coordinates, to uniquely determine the position of a point. The order of the coordinates is
significant and they are sometimes identified by their position in an ordered tuple and sometimes
by a letter, as in "the x coordinate".

Number Line

The simplest example of a coordinate system is the identification of points on a line with real
numbers using the number line. In this system, an arbitrary point O (theorigin) is chosen on a
given line. The coordinate of a point P is defined as the signed distance from O to P, where the
signed distance is the distance taken as positive or negative depending on which side of the
line P lies. Each point is given a unique coordinate and each real number is the coordinate of a
unique point.™“

——t Tttt — ——
9 8-7-6-5-4-3-2-10122345©67289
Cartesian Co-ordinate System

In the plane, two perpendicular lines are chosen and the coordinates of a point are taken to be
the signed distances to the lines.

(-1.5,-2.5)}-
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Three Dimension

In three dimensions, three perpendicular planes are chosen and the three coordinates of a point
are the signed distances to each of the planes.

Wz

Choosing a Cartesian coordinate system for a three-dimensional space means choosing an
ordered triplet of lines (axes) that are pair-wise perpendicular, have a single unit of length for all
three axes and have an orientation for each axis. As in the two-dimensional case, each axis
becomes a number line. The coordinates of a point P are obtained by drawing a line

through P perpendicular to each coordinate axis, and reading the points where these lines meet
the axes as three numbers of these number lines.

Alternatively, the coordinates of a point P can also be taken as the (signed) distances from P to
the three planes defined by the three axes. If the axes are named X, y, and z, then the x-coordinate
is the distance from the plane defined by the yand z axes. The distance is to be taken with the +
or — sign, depending on which of the two half-spaces separated by that plane contains P.

The y and z coordinates can be obtained in the same way from the x-z and x-y planes
respectively.

The Cartesian coordinates of a point are usually written in parentheses and separated by
commas, as in (10, 5) or(3, 5, 7). The origin is often labelled with the capital letter O. In analytic
geometry, unknown or generic coordinates are often denoted by the letters x and y on the plane,
and x, y, and z in three-dimensional space.

The axes of a two-dimensional Cartesian system divide the plane into four infinite regions,
called quadrants, each bounded by two half-axes.

Similarly, a three-dimensional Cartesian system defines a division of space into eight regions
or octants, according to the signs of the coordinates of the points. The convention used for
naming a specific octant is to list its signs, e.g. (+ + +) or (—+ —).
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Distance between two points

The distance between two points of the plane with Cartesian coordinates (Ila yl) and (IE: yz)
is

d= \/(Iz —x1)? + (Y2 — y1)%

This is the Cartesian version of Pythagoras' theorem. In three-dimensional space, the distance
between points (21, Y1, 21) and (T2, Y2, 22) is

d=/(z2 — 21)2+ (42 — y1)2 + (22— 21)%,

which can be obtained by two consecutive applications of Pythagoras' theorem.

Example :

Prive that the point A(-1,6,6),B(-4,9,6),C(0,7,10) form the vertices of a right angled tringled.
Solution :

By distance formula

AB2=(—44+1)2+(9-6)24+(6—-6)2 =9+9=18
BC2=(04+4)2+(7—9)2+(10—-6)2 =16+4+16 =36
AC2=(0+1)24(7-6)2+(10-6)2 =14+1+16=18

Which gives ABZ + AC? =18 + 18 = 36

Hence ABC is a right angled isosceles triangle
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Derivation Of Distance Formula

Fig

The distance between the point P(x1,y1,z1) and Q(x2,y2, z2) is given by

PQ=V(x1 — x2)2 + (31 — y2)? + (21 — 22)?
Proof:

Let P @ be the projection of PQ on the XY plane. PP and . g are parallel. So PP and @
are co-planar. And PP~@Q" is a plane quadrilateral.

Let R be a point on Q@ so that PR || P"Q".

Since lies on the XY plane and is perpendicular to this plane , it follow from the
g PP

definition of perpendicular geometry to a plane that PP~ perpendicular P"@". Similarly g@g~
perpendicular to PP". PR being parallel to P~@". It follow from plane geometry that PP"Q R is a
rectangle. So PR =P Q". and

< PRQ is aright angle.
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P and Q" being the projection of point P(x1, y1,z1) and Q(xz,y2,z2) onthe XY plane, they are
given by P (x1, y1,0) and Q(x2, y2, 0) . Therefore by the distance formula in the geometry of
R2.

PQ =V(x1— x2)2 + (y1 — y2)?

In the rectangle PP"Q'R

PP=QR

Therefore QR =|z2 — z1 |

In the right angled tringle PRQ , PQ? = PR% + RQ?

=(x1— x2)2+ (y1 — y2)2+ (21 — 22)?

PQ=V(x1— x2)2+ (y1 — y2)2+ (71 — 22)?

Derive the division formula

Fig
If R(x,y,z) divides the segment joining P(x1,y1,z1) and Q(x2,y2,z2) internally in ratio m: n ie
E = m then X = mx2+nxi y - myz2+ny1 and 7= mza+nzi
QR n’ m+n m+n m+n
Proof :

Let P, Q and R be the feet of the perpendicular from P, Q, R on the xy plane. Being

perpendicular on the same plane = >— > are parallel lines. Since these parallel lines have a
PP* QQ' RR
common transversal > they are co-planar. Let M and N be points on > and >— such that >
PQ RR' QQ PM
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perpendicular > and > perpendicular >— . Since P",R™ and Q" are common to the xy-plane and
RR RN QQ

plane of > >— > they must collinear because two plane intersect along a line.

PP QQ' RR
It follows from the definition of the perpendicular to a plane that < PP'R’, < RR'Q" and <
QQ'R’ are all right angles. 1t now follows from plane geometry that PP"R™M and RR'Q"N are
rectangles. Also triangles RPM and QRN are similar

)

M

]

Hencel= —= —= —
n

R
RQ

3|z
=

(- PM = PR and RN = R*Q" in the corresponding rectangle)
Thus the point R" divides the segment P~@~ internally in the ration m: n.

P’, R"and Q" being projection of P(x1, y1,2z1) , R(X,y,z) and Q(xz, y2, z2) on the xy plane have
co-ordinate respectively (x1, y1, 0) ,(X,y,0), (x2, y2,0) .

If we restrict our consideration to the xy plane only we can regard the point P",R",Q" as having
coordinate (x1, y1) ,(X,y), (x2, y2) .

Thus on the xy-plane the point R"(X,y) divides the segment joining P(x1, y1) and Q(xz, y2)

internally in the ratio given by x = mx2+nxl =~y = my24nyl
m+n m+n

Simillarly considering projection of P,Q,R on on another co-ordinate plane say YZ plane we can

prove y = my2+nyl and Z= mz2+nz1
m+n m+n

Thus we have x = mx2+nxl vy = my2+nyl gng z = mz2+nzl
m+n m+n m+n

External Division Formula

If R(X,y,z) devides the segment P@ joining P(x1, y1,z1) and Q(xz,y2,z2) externally in ratio m :
nieR® = M then x =MLy =21 g 7 =

QR n m—n m—n m—n

mzz—nz1

Example :

Find the ratio in which the line segment joining points (4,3,2) and (1,2,-3) is divided by the co-
ordinate planes.

Solution :

Let the given points be denoted by A(4,3,2) and B(1,2,-3). If Q is the point where the line
through A and B is met by xy-plane, then the co-ordinate of Q are ('ﬂ, Zki, 3kt

) since Q
k+1 k+1  k+1
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devides AB in a ratio k:1 for some real value k. But being a point on the xy-plane, its z co-
ordinate is zero.

2
Hence Z3k+2 =0 or k = _
k+1 3

Similarly AB meets the xy-plane has its y-co-ordinate zero. Hence equating the y-co-ordinate to
zero we get

3
Z:TJ? =0 ork= ~3 ie the xz plane devides in a ratio 3:2. Equating x co-ordinate to zero we

le yz-plane divides AB externally in a ratio 4:1.

Direction Cosine and Direction Ratio

Fig

Let L be a line in space. Consider a ray R parallel to L with vortex at origin. ( R can be taken as

either —— or —— ). let @, B, y be the inclination betweentherayRand ——» , — , —
opP 0P 0X OF 0Z

respectively. Them we define the direction cosine of L as cos a, cos 3, cosy.
Usually direction cosine of a line are denoted as <I,m,n>. for the above line | = cos @, m = cos S,
=cosYy.

In the definition of the direction cosine of L the ray can be either —— or —— . Therefore if cos «,
oP opP*

cos B, cos y are the direction cosine of L then cos(rw — «), cos(r — f8), cos(r — y) can also be
considered as direction cosine of L . The two set of direction cosine corresponds to the two
opposite direction of a line L.
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The direction cosine of the ray —— are cos a, cos 5, cosy and of the ray —— are cos(m — a),
opP oP
cos(m — ), cos( T —y).

Property Of Direction Cosine

A. Let O bethe origin and direction cosine of —— be I,m,n. If OP =r and P has a co-ordinate
opP

(x,y,z) then
x=Ir,y=mr,z=nr.

B. If I,m,n are direction cosines of a line then
2+mz2+nz2=1

Direction Ratio
Let I,m,n be the direction cosine of the line such that none of the direction cosine is zero.

If a,b,c are non zero real number such that ¢ = i = ‘then a,b,c are the direction ratio of the

l m n

line
Exceptionalcases:

1. If one of the direction cosine of a line L , say | =0 and m = 0, n # 0 then direction ration
of L are given by (0,b,c) where 2 = Zabd b and ¢ are nonzero real number.

m n

2. If two direction cosine are zero | = m =0 and n = 0 then obviously n = +1 and the
direction ratio are (0,0,c) ,c €R, c # 0.

Finding Direction Cosine from Direction Ratio

If a,b,c are direction ration of a line then its direction cosine are given by

= C

lI=——a  m=—_b ___ n= ¢
+Va2+b2+c2 +Va2+b2+c2 +Va2+b2+c2

Direction Ratio of the line segment joining two points ;: G2—xh = Q2221 - (z2=71)

cos a cos f8 cosy
Angle between two lines with given Direction ratio

If L1 and L are not parallel lines having direction cosine <l1, m1,n1> and <[z, mz,n;>and 6
is the measure of angle between them then cos 6 = l1l; + mimz + ninz
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Proof :

Consider theray —— and — suchthat —— || Liand — || L2.—— and —— are taken in such a
0P 0Q 0P 0Q opP 0Q

way that m<POQ = 8 and direction cosine of —— and —— are respectively <l1,m1,n1>and
oP 0Q

<ly, my,n2>. Let P andQ have a co-ordinate respectively ( x1, y1,z1) and (x2, y2, z2)

In AOPQ cos 8 :M
20P. 0Q

(x21+y21+221)+(x22+y22+22)2—{(x1— x2)2+(y1— y2)%+(z1— 22)?

2 0P. 0Q

X1X2+YV1V2+21Z2 _ X1 X2 1 2 z1 z2 _
1X2+Y1ya+z1z) _ X1 O_Q+Jl_ Jl_+ 1 Z2

0P. 0Q 0P 0P 0Q 0P - Lizrmmatnn,

Note that L1 and L is perpendicular then cos 6 = 0.

1. Thus the line with direction cosine <l1, m1,n1> and <lz, my ,n2> are perpendicular only
if lilo + mimz + niny =0.
2. If<ai, b1, c1>and <ay, bz, c2> are direction ratio of L1 and L and @ measures the

angle between them then
aia2+bibz+cic2

+Va?+b%+c? Va?+bi+c?
1 1 1 2 2 2

cos@ =

Lines with direction ratio <as, b1, c1> and <a, bz, c2> are perpendicular if and only if aia> +
bibz + cic2 = 0.

3. Since parallel lines have same direction cosine it follows from the definition of direction

ratio that lines with direction ratio <as, b1, c1> and <ag, bz, c2> are parallel if and only if
ar b1 ¢

Example :

Find the direction cosine of the line which is perpendicular to the lines whose direction ratios are
<1,-2,3>and <2,2,1>

Solution :

Let I, m, n be the direction cosine of the line which is perpendicular to the given lines. Then we
have

.1+m.(-2)+n.3 =0 and .2+m.2+n.1 =0

By cross multiplication we have



I _m _ n

—2-6 6=1 244

o, L. ="="=k thenl= —8k; m =5k;n = 6k
-8 5 6

P+m24n2=1 =>(64+25+36)k?2=1

orkz=_" =>k=_1
125 5v5

8 _ 1 ?

I= 57 NN
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Plane

In mathematics, a plane is a flat, two-dimensional surface. A plane is the two-dimensional
analogue of a point (zero-dimensions), a line (one-dimension) and a solid (three-dimensions).
Planes can arise as subspaces of some higher-dimensional space, as with the walls of a room, or
they may enjoy an independent existence in their own right,

NN

Properties

The following statements hold in three-dimensional Euclidean space but not in higher
dimensions, though they have higher-dimensional analogues:

e Two planes are either parallel or they intersect in a line.

o Aline is either parallel to a plane, intersects it at a single point, or is contained in the plane.
o Two lines perpendicular to the same plane must be parallel to each other.

o Two planes perpendicular to the same line must be parallel to each other.

Point-normal form and general form of the equation of a plane

In a manner analogous to the way lines in a two-dimensional space are described using a point-
slope form for their equations, planes in a three dimensional space have a natural description
using a point in the plane and a vector (the normal vector) to indicate its "inclination".

Specifically, let To be the position vector of some point Py = (o, Yo, zﬂ), and

let @ = (ﬁ: b, "3) be a nonzero vector. The plane determined by this point and vector consists of

those points F?, with position vector T, such that the vector drawn from Foto Pis
perpendicular to 1. Recalling that two vectors are perpendicular if and only if their dot product
is zero, it follows that the desired plane can be described as the set of all points I such that

n-(r—ry)=0.

(The dot here means a dot product, not scalar multiplication.) Expanded this becomes
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a(z — xo) + b(y — yo) +c(z — z0) = 0,

which is the point-normal form of the equation of a plane.®! This is just a linear
equation:

ar + by + cz +d =0, where d = —(axg + byg + cz0).

Conversely, it is easily shown that if a, b, c and d are constants and a, b, and c are
not all zero, then the graph of the equation

ar + by +cz+d=0,

is a plane having the vector @ = (a, b, €)as a normal.il This familiar equation
for a plane is called the general form of the equation of the plane.!

Example :

Find the equation of the plane through the point (1,3,4), (2,1,-1) and (1,-4,3).
Ans :

Any plane passing through (1,3,4) is given by

A(x-1) + B(y-3) + C(z-4) =0 ....(1)

Where A,B,C are direction ratio of the normal to the plane.
Since the passes through(2,1,-1) and (1,-4,3) we have
A(2-1) +B(1-3)+C(-1-4) =0

Or A-2B-5C =0 ....(1)

A(1-1)+B(-4-3)+C(3-4) = 0

Or A0+ B(-7)+C(-1) =0

Or-7B-C=0 ....(2)

By Type equation here.cross multiplication we get

A _ B _ C
EED- (5D (=5)0-(1(-1) 1(=7)-0.(-2)

Or, A —B_¢
33 1 -7
Hence the direction ratio of the normal to the plane are 33,-1,7 and putting these values in (1),
the equation of the required plane is
33(x-1)-1(y-3)+7(z-4) =0

Or33x-y+7z-58 =0
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Equation Of plane in normal form

Fig
Let p be the length of the perpendicular ON from the origin on the plane and let <I,m,n> be its
direction cosines. Then the co-ordinate of the foot of the perpendicular N are (Ip,mp,np).

If P(x,y,z) be any point on the plane then the direction ratio of NP are (x-Ip,y-mp,z-np). Since
ON is perpendicular to the plane it is also perpendicular to NP

Hence

L(x—1Ip) + m(y — mp)+n(z —np) = 0
Or, Ix +my+nz = (12 + m2 + n2)p
Or Ix+my+nz =p

Example :

Obtain the normal form of equation of the plane 3x+2y+6z+1 = 0 and find the direction
cosine and length of the perpendicular from the origin to this plane.

Solution :

The direction ratios of the normal to the plane are <3,2,6> and hence the direction cosines
are
3 2 6 >
+V9+4136 * +VO+4+36  +v9+4+36

Length of the perpendicular from origin is
-D -1 1

T IVAZIB2+CE | +/9+4+36 7

(- D is positive we choose negative before the radical sign to make p > 0

The equation of plane in normal form is

B c D
4 x y z+ =0
—VAZ+BZ+(? —VA2+B2+(? —VAZ+B2+(2 —VAZ+B2+(2
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orzx+ 2y+z+1l=0
-7 -7 -7 -7

Distance Of a point from a plane

Fig

Let P(x1, y1,21) be a given point and Ax+By+Cz+D = 0 be the equation of a given plane. Draw
@N normal to the plane at Q and PM perpenticular to gN. Join P@ .If R be the foot of the
perpentcular drawn from the point Pto the given plane, then

D=PR=QM-=projection of Pgon N~ . N~ being normal to the given plane Ax+By+Cz+D =0
the direction ratio of N are <A,B,C> and the direction cosines are

( A B ¢
-5
+VAZ+BZ+C% " +VA2+B2+C2  +VA2+B2+(2

~d =projectionof line segment Pgon gN— .gN™

) -p+

e 0 ” Dt oD ()
+VA2+B2+(C? +VA2+B2+(C? +VAZ+B2+(C?

—ACxo= a)+B(yo=B)+C(z0=1)
+VAZ+B2+(2

Axo+Byo+Czo—(Aa+Bp+Cy)

+VAZ+B2+(C?

Now (a, B8,y) lies on the given plane (Aa + B+ Cy + D = 0 hence (Aa + B + Cy = —D

Thus

_ Axo+Byo+Czp+D)
iVA2+Bz+C2

The sign of the denominator chosen accordingly so as to make the whole quantity positive. In
particular the distance of the plane from the origin is given by

D
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+VA2+B2+(2
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Example
Find the distance d from the point P(7,5,1) to the plane 9x+3y-6z-2 = 0
Solution :

Let R be any point of the plane. The scalar projection of vector RP on a vector perpendicular to
the plane gives the required distance. The scalar projection is obtained by taking the dot project
of RP and a unit vector normal to the plane. The point (1,0,0) is in the plane and using this point
for R, we have RP = 6i+5j+k

2i+3j—6k

N=+ is a unit vector normal to the plane. Hence

7

124+15-6 21 . . . .
= 4+ __ we choose the ambiguous sign + in order to have a positive result.

7 7
Thus we getd = 3.

N.RP =+

Dihedral angle(Angle Between two planes)
Given two intersecting planes described by
Ity e+ by +cz+dy =0 g
I apx + by + 2z +dy =0
the dihedral angle between them is defined to be the angle ¢¥ between their normal directions:

fig - T o ajay + biby + croy

fulliel ot 403 + 3+ 83+

COS¥ —

Example : Find the angle 8 between the plane 4x-y+8z+7 =0 and x + 2y-2z+5=0
Solution :

The angle between two plane is equal to the angle between their normals. The vectors

4i—j+8k i+2j—2k
Nu="=— No="—

Avre unit vectors normal to the given planes. The dot product yield

cosf@ = Ni.N, = —12—‘; or 9 =1210

Equation Of plane passing through three given point
Let (x1,y1,21) , (x2, y2, z3) and (x3, y3, z3) be three given points and the required plane be
Ax+By+Cz+D =0....cccoviiireennne 1)
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Since it passes through (x1, y1, z1) we have
Ax1 4 By1+Cz1=0......... )
Subtracting eq (2) from (1) we have
A(X-x1)+B(y-y1) +C(z-21) =0.ervevernene. (3)
Since this plane also passes through (xz, y2, z3) and (x3, y3, z3) we have
Axz2—x1)+B(y2—y1)+ C(zz2— z1) =0
And
A(xs—x1)+B3—y)+ C(z3— 21) =0.everrnne. (5)
Eliminating A,B, C from eq (3),(4) and (5) we get
X—X1 Y—Y1 Z—2Z1
[X2 —Xx1 Y2—Y1 Z2— Zi|
X3—X1 Yy3—Y1 Z3—Z1
Which is the equation of the plane

Corollary 1:

If the plane makes the intercepts a,b,c on the co-ordinate axes 20X, ~0Y =, ~0Z~ respectively then the
plane passes through the point (a,0,0) , (0.b,0) and (0,0,c). Hence the equation (6) gives

x—a y—0 z—-0 x—a y z
[0—a b—0 0-0|=| —a b 0]=bc(x-a) +yactzab =0
O0—a 0—-0 c-—0 -a 0 ¢

Dividing both side by abc we get ¢=2 + 2 +Z =0
a b ¢

x4 Y4 f=1

a b c

Example :
Find the equation of the plane determined by the point P1(2,3,7), P2(2,3,7), P3(2,3,7)
Solution :

A vector which is perpendicular to two sides of tringle P1P2P3 is normal to the plane of the
tringle. To find the vector we write

PPz =3i+2j—5k PiPs=i+j—k N=Ai+Bj+Ck
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The coeff A,B,C are to be found so that N is perpendicular to each of the vector Thus
N. P1P; =3A+2B-5C =0
N. P1P3=A+B-C=0

These equation gives A =3C and B = -2C. Choosing C =1 we have N = 3i-2j+k. Hence tha
plane 3x-2y+z+D = 0 is normal to N and passing through the points if D =-7

Hence the equation is 3x-2y+z-7 = 0.

Alternate :

X—X1 yYy—y1 Z—2Z1 x—2 y—=3 z-7 x—2 y—=3 z-7
X=Xy Y2—Y1 Z2—Z1)l = |5—-2 5-3 2-7| == 3 2 -5 1=0
X3—X1 Y3—Y1 Z3— 21 3—-2 4-3 6-7 1 1 -1

=(x-2)(-2+5)-(y-3)(-3+5)+(z-7)(3-2) =0
= 3X-6-2y+6+z-7=0

Or3x-2y+z-7=0

Exercise

1. Write the equation of the plane perpendicular to N = 2i-3j+5k and passing through the

point (2,1,3) Ans 2x-
3y+5z-6 =0

2. Parallel to the plane 3x-2y-4z = 5 and passing through (2,1,-3) Ans 3x-2y-4z-
16=0

3. Passing through the (3,-2,-1)(-2,4,1)(5,2,3) Ans 2x+3y-4z-4 =0

4. Find the perpendicular distance from 2x-y+2z+3 =0 (1,0,3) Ans (1L

3
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Find the perpendicular distance from 4x-2y+z-2 =0 (-1,2,1) Ans :Jiz_l

. Find the cosine of the acute angle between each pair of plane 2x+2y+z-5=0, 3x-
2y+6z+5 =0
Ans: 8
21
. Find the cosine of the acute angle between each pair of plane 4x-8y+z-3 = 0, 2x+4y-4z+3
=0

Ans ;14
27
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Sphere

A sphere (from Greek cooipa — sphaira, "globe, ball"ltl) is a perfectly

round geometrical and circular object in three-dimensional space that resembles the shape of a
completely round ball. Like a circle, which, in geometric contexts, is in two dimensions, a sphere
is defined mathematically as the set of points that are all the same distance r from a given point
in three-dimensional space. This distance r is the radius of the sphere, and the given point is

the center of the sphere. The maximum straight distance through the sphere passes through the
center and is thus twice the radius; it is the diameter.

Equation Of a Sphere

Fig

Let the centre of the sphere be the point (a,b,c) and the radius of be r(x,y,z) be any point
on the sphere. By distance formula

CP2=(x—a)>+ (y—hb)?+ (z—c)?
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or,(x—a))+(y—->b))+(z—-c)=r>2....(1)
Is the required equation.

In particular , if instead of any point (a,b,c) the centre of the sphere is the origin
(0,0,0) and redius r then from (1), we obtain by putting a=b=c=0 , the equation of the sphere as

xX24+y2+2z2=12 ....(2

Since the equation (1) can be further be written as

X2+ y2+2z2—2ax —2by —2cz+a*+b%2+c2 =12
Or,x2+y2+22—2ax —2by—2cz+d= 0
Where d = a2 + b2 + ¢ — 12

We conclude that

Q) The equation of a sphere is of second order in x,y,z
(i) The coefficient of x2, y2and z2 are equal
(iii)  There is no term containing Xxy,yz, or zx

General Equation :

Consider the general equation of second degree in X,y,z
X2+ y2+ 7224+ 2ux +2vy+2wz+d=0 ....(3)
This can be written as
x+u)+@+v)+CE+w)r=uw+v2+w?—-d

Which on comparison with eq (1) implies that the equation represent a sphere with centre(-u,-v,-
w) and radius = Vu? + v2 + w2 — d

In general the equation

x2+y2+z2+Dx+Ey+Fz+d=0 ...4)



Represent a sphere with centre (—f , -

Z Z Z
,—Dandradius=v>_ +7 +7 —¢
2 2 2

4 4 4

Since equation(3) contains four arbitrary constants, we need four non-coplanar points to
determine a sphere uniquely.

Sphere through four non-coplanar points

Let A(x1, y1, 21), B(x2, y2, 22), C(x3, y3, zz)and D(xa, ya, zs,) be four given non-coplannar
points and the equation of the sphere be

X2+ y?+2z2+2ux+2vy+2wz+d =0

Since the sphere passes through four given points the co-ordinate of the given points satisfy the
equation of the sphere and hence , we have

X2+ y2 4+ 272 4+ 2ux1 + 2vy1 + 2wz1 +d = 0
X2+ y2+ 2724+ 2ux2 + 2vy2 + 2wz +d = 0
X2+ y?+ 272+ 2uxz + 2vys + 2wzz3 +d = 0
X2+ y2+2z2 4+ 2uxs + 2vys + 2wzs +d = 0

Solving these four simultaneous equation for u,v,w and d we obtain the equation of the required
sphere.

Example —

Find the equation of the sphere through points (0,0,0), (0,1,-1) and (1,2,3). Locate its centre and
find the radius?

Solution :
Let the required equstion of the sphere be
X2 +y2+2z24+2ux+2vy+2wz+d =0

It passes through (0,0,0), (0,1,-1),(-1,2,0) and (1,2,3)

or,v—-w=-1...... 2)

1+4-2u+4v+d = 0
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1+4+9+2u+4v+6w+d = 0

or, u+2v+3w =-7 ...... 4)

Solving the above equation we get u = — r , V :—f, w=-—"

14 14 14

Hence by substituting the above equation the required eq

15 25 11

X+y*+z2—- _x—_y—_z=0
7 7 7
Its centre at (—E = —E)
14 14 14
And the radius = V™15 2 25 2 T 2 _ 971

=)+ ) —

Equation of a sphere on a given diameter

Fig

Let A(x1, y1, z1), B(x2, y2, Z2) be the end points of a diameter of the sphere. If we consider
P(x,y,z) any point on the sphere,then m<APB =90° ie. AP is perpendicular to . PB. Since the

direction ratio of AP~ and PB are <x-x1, Y-y1,Z — z1 > and <x-x2, Y-y2, Z — z2 > respectively
by condition of perpenticularity we have

(x-x1) (X-x2) +(y-y)(y — y2)+(z-z1) (z-22) = 0
Example :

Deduce the equation of the sphere described on line joining the points (2,-1,4) and (-2,2,-2) as
diameter.
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Solution :

Let P(x,y,z) be any point on the sphere having A(x1, y1, z1), B(x2, y2, z2) as ends of diameter.
Then AP and BP are at right angle.

Now the direction ratio are (X-x1), ( y-y1) , ( z-z1)

And those of BP are (X-x2), (y — y2), (z-22)

Hence (X-x1) (X-x2) +( y-y1)(y — y2)+( z-z1) (z-z2) = 0 is the required equation.
The equation of the required sphere is

(x-2)(x+2) +(y+1)(y+2)+(z-4)(z+2) =0

Or x2 +y? + z%2-y-2z-14 =0

Problems

1. Find the equation of the sphere through the point (2,0,1), (1,-5,-1), (0,-2,3) and (4,-1,2).
Also find its centre and radius
(Ans : x2 4+ y2 + z2-4x+6y-2z+5 = 0; (2,-3,-1); 3)

2. Obtain the equation of the sphere passing through the origin and the points (a,0,0), (0,b,0)
and (0,0,c).
(Ans: x2 4+ y2+z2 —ax — by —cz = 0)

3. Find the equation of the sphere whose diameter is the line joining the origin to the point
(2,-2,4)
(Ans x2 + y? + z2-2x+2y-4z = 0)

101



	Prepared by - Sumitra Sahu
	RAJAKISHORE CHANDRA ACADEMY OF TECHNOLOGY
	Operations on Vectors
	Multiplication of a Vector by a Scalar
	Position Vector of a Point
	Components of a Vector in Two Dimensions


	ASSIGNMENTS
	Scalar or Dot Product
	Geometrical Meaning of Scalar Product

	ASSIGNMENTS (1)
	Vector Product or Cross Product
	Geometrical Interpretation of Vector Product or Cross Product

	ASSIGNMENTS (2)
	Constant Function
	Identity Function
	Modulus Function
	Signum Function
	Greatest Integer Function
	Exponential Function
	Logarithmic Function

	Continuity of function
	Differentiation
	Algebra of derivatives
	Derivative as rate measurer
	Derivatives of implicit function
	Derivative of parametric function
	Derivative of function with respect to another function
	Derivatives of inverse function
	Derivative of inverse trigonometric function
	Higher order derivatives
	Monotonic Function Increasing function
	Decreasing function
	Maximum Case
	Minimum Case
	INTEGRATION AS INVERSE PROCESS OF DIFFERENTIATION
	INDEFINITE INTEGRAL
	ALGEBRA OF INTEGRALS
	INTEGRATION OF STANDARD FUNCTIONS
	15. 1
	18. 1
	19. 1

	INTEGRATION BY SUBSTITUTION
	INTEGRATION BY DECOMPOSITION OF INTEGRAND
	INTEGRATION BY PARTS
	INTEGRATION BY TRIGONOMETRIC SUBSTITUTION
	ESTABLISHMENT OF STANDARD FORMULAE
	Solutions:

	SOME SPECIAL FORMULAE
	Solutions:

	METHOD OF INTEGRATION BY PARTIAL FRACTIONS
	SOME SPECIAL FORMULAE (1)
	Solutions:

	DEFINITE INTEGRAL
	EVALUATION OF DEFINITE INTEGRALS
	PROPERTIES OF DEFINITE INTEGRALS
	AREA UNDER PLANE CURVES DEFINITION-1:-
	ORDER OF A DIFFERENTIAL EQUATION
	DEGREE OF A DIFFERENTIAL EQUATION
	FORMATION OF A DIFFERENTIAL EQUATION
	SOLUTION OF A DIFFERENTIAL EQUATION
	GENERAL SOLUTION
	PARTICULAR SOLUTION
	SOLUTION OF FIRST ORDDER AND FIRST DEGREE DIFFERENTIAL EQUATIONS
	SEPARATION OF VARIABLES
	LINEAR DIFFERENTIAL EQUATIONS
	EXACT DIFFERENTIAL EQUATIONS
	METHOD OF SOLUTION:-
	Distance between two points
	Properties
	Point-normal form and general form of the equation of a plane
	Sphere




